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Abstract—The clustering of genes with similar temporal profiles
is an important task in gene expression data analysis. Current
approaches to the clustering of sparse gene expression data
with temporal information suffer from their at least quadratic
complexity in the number of clusters, the number of genes, or
both, and are not distributed. In this paper, we present the first
distributed and density-based approach to short time series clus-
tering, called DTSCluster, which is suitable for gene expression
data. DTSCluster identifies dense patterns in the distributed
datasets and uses them to generate the time series clusters.
The comparative experimental results revealed that DTSCluster
is scalable in the dataset size with linear complexity in time
and space, and outperforms other representative approaches in
terms of cluster validation with the silhouette index as well.
The distributed scenario also opens up the opportunity for
collaborative data mining between different gene expression data
holders.
Index Terms—Time series clustering, short time series, dis-
tributed data clustering

I. INTRODUCTION

Time series is an abundant form of data found on all areas
of human activity. Stock options closing prices, electro car-
diograms, number of sun spots, are but a few examples of
data collected with time dimension. In fact, there has been
much investigation on how to extract knowledge from time
series [14], [13], resulting in a large body of research on time
series similarity [23], [33], [29], pattern discovery [31], [9],
[34], [28], classification [15], [37], [6], [2] and clustering [45],
[25], [29], [20], [40].
Time course gene expression experiments capture the inter-
actions of genes through a specific period of time. Typical
gene expression data only contain a limited number of time
points, giving rise to short-time-series data. One of the major
challenges with time course gene expression data is data
sparsity, which may lead to weak statistics due to limited
sampling [47]. Sparsity is a consequence of high costs of
experiments or a limited number of samples in animal or
clinical studies.
An important task in gene expression data analysis is the
clustering of genes with similar temporal profiles. Given data
from time course gene expression experiments, researchers
are often interested in identifying groups of differentially

expressed genes which are significantly correlated with each
other, since such genes might be part of the same causal
mechanism or pathway [32]. Since data is sparse and in-
cludes temporal information, classical clustering algorithms
usually do not perform well. STEM [12], [11] is the first
software application designed specifically for the analysis of
short time series from gene expression datasets (3 to 8 time
points). Another and representative approach for interpolation-
based consensus clustering (IBCC) with B-splines interpola-
tion, affinity propagation, and consensus clustering has been
proposed in [41]. However, these approaches suffer from
their high computational complexity. For example, STEM is
quadratic on the number of clusters, and IBCC is quadratic
on the number of genes and the number of clusters. Besides,
to the best of our knowledge, none of the current approaches
address clustering for the distributed genomic data scenario
[44], [38], [46], [51].
In this paper, we present a first approach to density-based
distributed time series clustering with special focus on short
time series, such as time course microarray [12] or RNA-
sequencing [49], [7] experiments data. The basic idea of
this method is to identify dense patterns in the distributed
dataset and use them to generate time series clusters. The
results of a comparative experimental evaluation reveal that
this approach is scalable in the dataset size with only linear
complexity in time and space, and improves cluster quality
compared with relevant alternative approaches. Besides, the
underlying distributed scenario also allows for collaborative
research between different gene expression data holders.
The remainder of this paper is structured as follows. Related
work is briefly summarized in Section II, and the addressed
research problem is introduced in Section III. The proposed
solution is presented in detail in Section IV, while the results
of the comparative experimental evaluation are discussed in
Section V. Section VI concludes this contribution.

II. RELATED WORK

Time series clustering problem has been extensively inves-
tigated and applied to a large variety of fields [25], [35],
[13]. For instance, it can be used as a pre-processing step for



time series classification, pattern discovery [18], forecasting
[21], etc. Interestingly, a recent survey showed that most of
the studies are focusing on representation methods, distance
measurement and prototypes while less than 10% focused on
enhancing cluster approaches [1]. In general, a well-known
algorithm such as k-means, or self-organizing maps (SOM)
[24], is modified to work with a transformed version or a
model of the time series, e.g. k-means applied to shaplets [50].
Most time series from gene expression datasets contain less
than 9 points, and there are few tools available geared towards
the analysis of this type of data [12]. For short time series data,
classical clustering algorithms are expected to perform less
optimally due to data overfitting caused by the small number of
sampled time points [42]. Moreover, short-time series data are
usually very noisy and, therefore, algorithms that are designed
to analyze either steady state data or long time-series data
do not perform well due to their relatively small number of
time points [43]. The main approaches for short time series
clustering are: prototypes followed by clustering [27], [12],
[11], feature extraction followed by clustering [16], [41], and
statistical modeling [48], [3].
The FCV-TSD (Fuzzy-C Varieties with transitional stated
discrimination) method in [27] for short time series clustering
produces a set of prototypes from the original data, and then
uses these prototypes to produce a cluster solution. However,
the prototypes generation takes O(k2S) steps, where k is the
number of clusters and S is the number of possible states in the
time series. The clustering phase of FCV-TSD is an iterative
algorithm that runs until it reaches a given stop criterion.
The STEM (Short Time-series Expression Mining) method in
[12], [11] uses a predefined set of model profiles to capture
the potential distinct patterns that can be expected from the
experiment. The number of possible profiles for n time points
is p = (2S+ 1)n−1, where S is the number of possible states
in the time series. A given profile shows how the original
expression changes over time. First, a subset of possible
profiles is selected and, then, STEM evaluates the significance
levels of each profile using a permutation test based method.
Finally, it assigns genes to its most similar profile, measured
by a Pearson correlation based distance metric. STEM is one
of the first methods designed to address short time series.
However, STEM takes O(k2(2S + 1)n−1) steps to select k
clusters profiles with S possible states, and n is the size of
the short time series. Similar profiles are grouped together via
a graph-theoretical algorithm, where profiles originate large
cliques of very similar profiles. Profile grouping takes O(p′4)
steps, where p′ ≤ p is the number of significant profiles.
The FBPA (Feature-Based PAM) method in [16] extracts
features from each short time series and feeds them into the
partition around medoids (PAM) clustering algorithm [22].
PAM is similar to k-means but uses median instead of mean to
describe clusters. The features describing the time course are
the vector of slopes between adjacent time points, maximum
and minimum expression, time of maximum and minimum
expression, and the steepest positive and negative slope. The
feature extraction part is straightforward. However, the PAM

algorithm used at the clustering step has time complexity of
O(k(Gn− k)2) [30], where k is the number of clusters, and
n is the size of the short time series and G is the number of
genes. Therefore, FBPA does not scale well with the size of
datasets.
The IBCC (Interpolation-Based Consensus Clustering) method
in [41] is based on B-splines interpolation, affinity propaga-
tion, and consensus clustering. The coefficients of B-splines
are used as features describing the time series. It requires
no prior knowledge, such as the number of clusters or the
cluster exemplars. However, IBCC has O(G2n2 + k2) time
complexity, where G is the number of genes, n is the size of
short time series, and k is the number of clusters.
The two-stages fuzzy clustering algorithm SiMM [3] first
identifies all points that cannot be clustered with high certainty.
This is followed by employing a variable length genetic
algorithm to find a cluster solution without these points. For
the purpose of the latter, a multiobjective genetic algorithm
called NSGA-II [8] is used by SiMM running over a fixed
number of iterations. SiMM runs for 100 generations with
two objectives M = 2, and population N = 50. However,
each iteration of the core algorithm NSGA-II is of quadratic
complexity O(MN2), where M is the number of objectives
to optimize and N the population size.
In summary, although current solutions improved the quality of
gene expression clustering, they still present at least quadratic
runtime complexity. Furthermore, all existing solutions assume
a centralized dataset. In contrast, our approach assumes a
distributed dataset and focus on scalability both of dataset size
and number of peers in the mining group. Our approach also
improves the quality of cluster solutions measured by average
silhouette index.

III. PRELIMINARIES

This section briefly introduces the general notations used in
subsequent sections, and the problem of distributed short time
series clustering that is being solved by our approach. Let
f : N → R be a real-valued measurement function mapping
timestamps to reals, and a time series T be a sequence of
reals xt coming from f . A time series is denoted as T =
〈x1, x2, x3, . . . , xn〉, with xt = f(t), 1 ≤ t ≤ n. With |T | we
denote the length of a time series T . A time series with small
n is commonly called a short time series. For example, about
80% of the time series in the Stanford Microarray Database
(SMD) are short by having less than 9 points only [12]; in the
following, we assume n ≤ 20. A set of time series is a denoted
T = {T1, T2, T3, . . . TG}, where |Ti| = n, with i = 1, . . . , G.
Furthermore, let d : Rn × Rn → R be a function measuring
the distance between two vectors in Rn.
For the distributed scenario, we assume a group of networked
peers L = {Li}, i = 1, . . . , p, each of which having an
individual local dataset Ti. The time series data collected at
different sites refers to the same genes and has the same time
spacing. The peer sites are organized into an unstructured peer-
to-peer network, such that each party may act as an initiator
or as an arbitrary party in any given clustering session. In a



given clustering session, peers organize themselves by means
of a circular list, such that peer Li knows neighbors Li−1 and
Li+1. The problem of distributed short time series clustering
considered in this paper is as follows: Given a group of
peers L = {Li} and local datasets Ti = {Ti1, Ti2, . . . , TiGi

},
the task is to find a partition C = {C1, C2, . . . , Ck} of
T =

⋃p
i=1 Ti, such that similar time series are grouped

together based on a given distance measure d. Each Ci is
called a cluster, where T =

⋃k
i=1 Ci and Ci ∩ Cj = ∅ for

i 6= j. Additionally, no local dataset should be transferred
among the peers during a clustering session. The basic idea of
our approach to solve this problem is to transform the original
series in a discretized form and detect the most frequent
patterns in the new discrete space. These patterns are then
utilized to group time series based on the observation that
similar time series generate similar discrete transformations.

IV. CLUSTERING DISTRIBUTED SHORT TIME SERIES

In this section, we present an approach to distributed time se-
ries clustering, called DTSCluster, that is particularly suitable
for short time series analysis. The basic idea of DTSCLuster
is inspired by the work reported in [26] on the discovery of
frequent patterns in time series. While the latter first attempts
to reduce the dimension of original time series and then
discretizes the original time series values into a smaller set of
symbols, DTSCluster does not need to perform the dimension
reduction step but computes the set of most dense sequences
found in the discretized time series. The relevant methods
1 and 2 together with the embedded auxiliary methods of
DTSCluster are described in pseudo-code in more detail in
the following.

A. Discretization

Each time series Ti ∈ T is transformed in a discretized version
S′i ∈ Σw. Thus, discretization generates the set S ⊆ Σw given
T . Each time series T = 〈x1, x2, . . . , xn〉 is transformed in a
discretized sequence S′, which is a sequence of symbols in a
given alphabet Σ. For each element x of T , the corresponding
string S′ will have a symbol σa ∈ Σ. The substitution proce-
dure first chooses breakpoints {βa} in the values dimension of
original series T , such that |{βa}| = |Σ|+1, and such that each
occurrence of a given value s′ of S′ has the same probability
[26], assuming they are normally distributed. For example,
considering a 4-symbol alphabet, we need five break points,
where each region will have probability 0.25 of appearing in
T . Then, the substitution rule is applied for each s′j ∈ S′:

s′j = σa if βa−1 < xj ≤ βa,with 1 < a < |Σ|

B. Estimating Density of sequences

Local density estimation. Each local site Lj estimates the
density of each sequence S′i ∈ S corresponding to time series
Ti ∈ Tj , the local dataset. An important requirement is that the
density estimate function ϕ̂ be a non-negative function over
R. A general approach to compute data density function is
kernel-based density estimation. For a given kernel function

K such that
∫ +∞
−∞ K(x)dx = 1, an estimate of the density, for

a specific dataset D, is given by:

ϕ̂[D, r](x) =
1

Nh

∑
xi∈Neigh(x,r)

K

(
d(x, xi)

h

)
(1)

where N is the total number of points, d is a distance function.
The parameter h is a bandwidth parameter and controls the
smoothness of the density estimates. Neigh(x, r) is the set of
points close to x, in a given dataset D, which are inside a ball
of radius r computed with distance d. Here, an arbitrary data
point xi in (1) is a discrete sequence S′i ∈ S. In the sequel,
we will not need to compute values of the estimate at arbitrary
space points, but only at the discrete sequences S′i. Therefore,
we represent the density estimate as a sample lookup table
holding sequences S′i and their density values.
Global density computation. The mining group of p peers
cooperatively sums up all local density estimates. Initially, peer
L1 sends its local density to L2. After that, each peer Li

receives partial density estimate ϕ̂i from its neighbor Li−1,
2 < i ≤ p. Li adds its local density to the received partial
global density estimates and sends the new partial global
density ϕ̂i to the next neighbor Li+1 in the mining group.
This protocol continues until Lp sends the partial sum to L1,
which broadcasts the global density estimate ϕ̂ to all members
of the mining group. Notice that density estimates are additive,
therefore, summing up all local densities produces the same
result as estimating a global density from a centralized dataset.

C. Clustering Local Series with Global Profiles

The main idea is to use hill climbing on a global density
estimate function to find clusters of strings P = {Pi ⊆ S},
with i = 1, . . . , k. It is called cluster profile because the strings
in Pi are discrete representations of original time series in T .
The set P is a cluster map in the string space and can be used
to identify C, the cluster map in the original time series space.
Label assignment. (Algorithm 3) Given the density estimate
ϕ̂ and a distance function d, the set of local maxima is defined
as:

M = { S′m ∈ S | ∀S′i ∈ S : d(S′m, S
′
i) ≤ r → ϕ̂(S′m) > ϕ̂(S′i)}.

Local maxima are found through hill climbing. For each string
S′i we choose a neighboring string S′j that has a higher density
than S′i. If there is no such neighbor, the S′i is a local maximum
and receives a new label. Otherwise, the search continues from
S′j until a local maximum is found and its label is assigned
to S′j . Each point S′i reaching a local maximum S′m is thus
assigned the same label as S′m.
Building of cluster profiles on global density. (Algorithm
4) First, the local maxima in the global density estimate are
identified, i.e., centers of the densest regions in the lookup
table that stores the density estimates. Each string S′m ∈ M
is added to a different singleton set called Pm = {S′m}, m =
1, . . . , k. Then, each string S′i ∈ S that is connected to a
maximum S′m ∈ Pm will be included in the profile set Pm

together with S′m. The idea is that local maxima correspond



Algorithm 1 DTSCluster: initiator L1

Require: A group of peers L
Ensure: A local cluster map C1

At the initiator L1:
1: S1 ← DISCRETIZE(T1, Σ) . Cf. Sec. IV-A
2: ϕ̂1 ← ESTIMATEDENSITY(S1,d,r,K,h) . Cf. Sec. IV-B
3: SEND(ϕ̂1, L2)
4: RECEIVE(ϕ̂p, Lp)
5: ϕ̂← ϕ̂p

6: for all S′i ∈ ϕ̂.getKeys() do
7: ASSIGNLABEL(S′i, ϕ̂, r)
8: end for
9: P ← BUILDCLUSTERPROFILES( ϕ̂, r)

10: for all Li ∈ L do
11: SEND(P ,Li)
12: end for
13: Ci ← ∅
14: for each Tj ∈ T1 do
15: l← ASSIGNTOCLUSTER(Tj ,P , Σ)
16: Cl ← Cl ∪ {Tj}
17: C1 ← C1 ∪ Cl

18: end for
19: return C1

Algorithm 2 DTSCluster: party Li

Require: Peer group L, local time series Ti, alphabet Σ,
distance d, radius r, Kernel function K, kernel width h

Ensure: Local cluster map Ci
At an arbitrary party Li:

1: RECEIVE(ϕ̂i−1, Li−1)
2: Si ← DISCRETIZE(Ti, Σ) . Cf. Sec. IV-A
3: ϕ̂i ← ESTIMATEDENSITY(Si,d,r,K,h) . Cf. Sec. IV-B
4: SEND(ϕ̂i, Li+1 mod |L|)
5: RECEIVE(P ,Lh)
6: Ci ← ∅
7: for each Tj ∈ Ti do
8: l← ASSIGNTOCLUSTER(Tj ,P , Σ)
9: Cl ← Cl ∪ {Tj}

10: Ci ← Ci ∪ Cl

11: end for
12: return Ci

to strings that reoccur more frequently than others do in their
cluster. Additionally, all neighboring strings S′i that contributed
to the density of a given maximum S′m are also included in
the cluster description since they represent variations of the
maximum. We consider only the strings that are closer than
radius r from S′m to avoid clusters with strings that are too
dissimilar to S′m. The set of all profiles P represents a partition
of all strings found during the density estimation. Thus, each
string is in only one cluster profile.

Algorithm 3 assignLabel

Require: Discrete seq. S′i, density estimate ϕ̂, radius r
Ensure: Cluster label l

1: if ¬S′i.labeled() then
2: N ← ϕ̂.getNeighbors(S′i, r)
3: S′m ← S′i
4: for all S′j ∈ N do
5: if ϕ̂(S′j) > ϕ(S′m) then
6: S′m ← S′j
7: end if
8: end for
9: if (i 6= m) then

10: l← ASSIGNLABEL(S′m,ϕ̂,r)
11: end if
12: if ¬S′m.labeled() then
13: l← newLabel()
14: S′m.setLabel(l)
15: end if
16: S′i.setLabel(l)
17: return l
18: else
19: return S′i.getLabel()
20: end if

Algorithm 4 buildClusterProfiles

Require: Density estimates ϕ̂
Ensure: Set of cluster profiles P

1: S ← ϕ.getKeys()
2: for all S′i ∈ S do
3: if S′i.getLabel() = j then
4: Pj ← Pj ∪ {Si}
5: end if
6: end for
7: return P

Algorithm 5 assignToCluster

Require: Local time series Ti, profiles P , alphabet Σ
Ensure: Cluster label j

1: S′i ← DISCRETIZE(Ti,Σ)
2: for all Pj ∈ P do
3: if S′i ∈ Pj then
4: return j
5: end if
6: end for
7: return -1 . labeled as noise

Grouping of local time series in global clusters. (Algorithm
5) Once the global set of profiles P is found by L1 and
broadcast to Li, i 6= 1, each local peer Li can use it to cluster
its local time series. For each sequence S′i, Li compares it with
strings in a profile Pj ∈ P . Since the strings do not repeat in
the profiles, S′i will match with only one string in a particular



profile Pj . Ti will be assigned to the cluster Cj represented
by the profile Pj containing the match.

D. Complexity Analysis

Computational complexity. In DTSCluster, the function ES-
TIMATEDENSITY() computes the density of each sequence
in S. Considering v as the number of neighbors (vicinity)
for each sequence, and the cost of accessing these neighbors,
it takes O(|S|vF ) steps in the worst case, where F is the
cost of fetching each neighbor and v � |S|. Function
ASSIGNLABELS() has computational complexity of O(|S|),
since it visits each sequence in S and its neighbors. There are
2wr neighbors considering only the variations of one symbol
(before and after a given position) with size w. Note that each
sequence is labeled only once, and the search stops when
the sequence is already labeled. Similarly, the construction
of cluster profiles with function BUILDCLUSTERPROFILES()
requires the visiting of each point in S, which yields a
complexity of O(|S|). In the last stage of DTSCluster, the
function ASSIGNTOCLUSTER() examines each time series in
T , and assigns a cluster to it by looking up all possible
profiles in P , which results in a computational complexity of
O(|T ||P|), with |P| � |T |. Finally, DTSCluster has a space
complexity of O(|S|), which is the amount of space necessary
to store all entries of a lookup table for the density estimates;
in practice, this structure is sparse.
Communication. DTSCluster needs two rounds of communi-
cation, one to send the local density estimates to the helper,
and a second one to communicate the cluster profiles. The
messages from local peers to the helper have size O(|Si|),
and the number of messages sent from the helper to the other
peers are O(k), where k is the number of clusters.

V. EXPERIMENTAL EVALUATION

A. Setup

The experimental evaluation has been conducted on an Intel
Core i7 (2.40 GHz) with 8GB memory running on Windows
8.1 64 bits. The core library of DTSCluster was developed in
Java 7, and the distributed version was implemented with the
JADE framework [4].
Kernel function. All experiments were performed with a
Gaussian kernel with kernel bandwidth h equal to the radius
(h = r).
Distance function. We used a Pearson-based distance for
dissimilarity measurement PD(x, y) = 1 − rxy , where rxy
is the Pearson correlation of two vectors x and y. Pearson
correlation is defined as follows:

rxy =

∑n
i=1(xi − x)(yi − y)√∑n

i=1(xi − x)2
√∑n

i=1(yi − y)2

where x = 1
n

∑n
i=1 xi is the sample mean, and y is similarly

defined. Pearson based distance is one of the most widely em-
ployed measure in gene expression data [19], [10]. Although
there are studies indicating that Pearson-based distance may
not be the best measure for clustering [39], all algorithms for

short time series clustering we investigate utilize this measure
[3], [41], [12], [16].
Cluster validation. The silhouette index (SI) is a cluster
validity index that is used to assess the quality of any clustering
map C. Given the average distance a(i) of a point i from the
other points in the same cluster, and the minimum average
distance b(i) from point i to other points in other clusters, the
silhouette width s(i) of point i is defined as follows:

s(i) =
b(i)− a(i)

max{a(i), b(i)}
The silhouette index SI of a cluster solution is the averaged
silhouette width for all data points taking a value between −1
and 1, where higher values indicate better cluster solutions.
Alphabet, number of clusters and radius. Alphabet Σ,
number of clusters k, and radius are user given parameters.
We ran several experiments with different configurations of
alphabet size, number of clusters k and radius values r,
and restrict the reporting of results to configurations that
maximized the average silhouette index for each dataset.
Datasets. The following data sets were used for the compar-
ative performance evaluation of DTSCluster:
• The Galactose dataset is composed of 205 genes involved

in galactose use in Saccharomyces cerevisiae. Expres-
sion profiles correspond to the mean of four replicates
of 20 time points (20 perturbations in the galactose
pathway)[17].

• The Yeast sporulation dataset contains gene expression
measurements during sporulation for more than 6400
genes of budding yeast. The measurements were taken
at seven time points (0h, 0.5h, 2h, 5h, 7h, 9h, and 11h).
Genes with missing expression values and genes that
showed no significant changes in expression during the
process were excluded from the experimental analyses
[3]. The final dataset is composed of 474 genes with 7
time point.

• The Yeast cell-cycle dataset [41], also known as Y5
dataset, includes more than 6000 yeast genes. The ex-
pression levels were measured during two cell cycles at
17 time points as the 5-phase of the cell-cycle: early
G1 (G1E), late G1 (G1L), S, G2, and M. In this paper,
we used a subset of the Yeast cell-cycle dataset [36]. It
consists of 384 genes with 17 time points.

• The G27 dataset is initially composed of 24192 genes
with 5 time points measuring the genetic expression of
the wild-type G27 strain of Helicobacter pylori, a human
pathogenic bacteria [12]. The Data was obtained from two
replicates on the same biological sample in which time
series data was collected at five time points (0h, 0.5h, 3h,
6h, and 12h).

• The Yeast Lithium dataset, contains 6.6678 genes ex-
pression measurements of wild-type strain CEN.PK113-
7D, which was grown with 20 g/L galactose, with three
samples analyzed at 0 minute and one sample at 20,
40, 60 and 140 minutes after addition of Lithium (LiCl,
10mM) [5].



Dataset #Genes n k Σ r SI

Galactose 205 20 4 {a, b, c} 0.20 0.79698
Sporulation 474 7 4 {a, b, c, . . . , e} 0.05 0.79108
Y5 384 17 5 {a, b, c, . . . , h} 0.15 0.46752
G27 2243 5 9 {a, b, c, . . . , f} 0.01 0.62725
Lithium 6670 7 8 {a, b, c, . . . , f} 0.01 0.74132

TABLE I: Performance of DTSCluster on various datasets
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Fig. 1: Clusters from galactose dataset

B. Results

Cluster validation. Table I shows a summary of the silhouette
index (SI) obtained by DTSCluster with several datasets, and
expression profiles for each experiment. Each short time series
from genes in the same cluster is plotted in gray, while the
central red line indicates the arithmetic mean computed at each
time point. The configuration used for each experiment and SI
achieved by DTSCluster per dataset are as follows.
• Galactose: We used alphabet {a, b, c} with radius r =

0.2. Figure 1 shows cluster profiles of 4 clusters found on
the galactose dataset. DTSCluster achieved SI of 0.79108
with k = 4.

• Yeast sporulation: We used alphabet {a, b, c, d, e} with
radius r = 0.05. Figure 2 shows cluster profiles of 4
clusters found on the sporulation dataset. DTSCluster
achieved an average SI of 0.79108 with k = 4.

• Y5: We used alphabet {a, b, c, d, e, f, g, h} with radius
r = 0.15. Figure 3 shows cluster profiles of 5 clusters
found on the Y5 dataset. DTSCluster achieved an average
SI of 0.46752 with k = 5. This dataset is difficult due to
the presence of noise, which makes it hard to find good
cluster solutions.

• G27: We used alphabet {a, b, c, d, e, f} and radius r =
0.01. DTSCluster achieved average SI of 0.62725 with
k = 8.

• Yeast Lithium: We used alphabet {a, b, c, d, e, f} and
radius r = 0.01. DTSCluster achieved average SI of
0.74132 with k = 8.
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Fig. 2: Clusters from sporulation dataset
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Fig. 3: Clusters from yeast cell-cycle (y5) dataset

Dataset DTSCluster IBCC

best k SI best k SI

Galactose 4 0.79698 5 0.75451
Sporulation 4 0.79108 5 0.75976
Y5 5 0.46752 5 0.24416

TABLE II: Cluster validation: DTSCluster compared to IBCC
[41]

Table II shows the comparative evaluation of DTSCluster with
IBCC with respect to cluster validation on three different
datasets. Note that in [41] the IBCC was applied to neither
the Lithium nor the G27 dataset. DTSCluster significantly
outperformed IBCC in terms of the silhouette index (SI) for
all three datasets. Table III shows the results of DTSCluster
compared to other representative clustering algorithms on the
sporulation dataset.
Runtime performance. The runtime of DTSCluster has been
measured for experiments with different dataset sizes. For this
purpose, the G27 dataset was split into subsets with 1000



Algorithm SI

DTSCluster 0.79108
IBCC [41] 0.75976
SiMM-TS [3] 0.62470
SOM [24] 0.58450

TABLE III: Cluster validation: DTSCluster vs. IBCC, SiMM-
TS, and SOM for the Yeast Sporulation dataset
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Fig. 4: DTSCluster execution time vs. dataset size
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Fig. 5: DTSCluster execution time vs. number of peers

series, 2000 series up to 20000 series, with five time points for
each series. Figure 4 displays the average execution time of
DTSCLuster for each dataset size. Figure 5 shows the results
of measuring the execution time of DTSCluster for different
numbers of peers, where the G27 dataset is split into subsets
uniform at random and same size for each peer. It turns out
that the execution time of DTSCluster grows sublinearly with
the number of peers.
Message size and space. The lookup table which stores a
sample of the density estimates is the largest data structure
used by DTSCluster. Thus, we use it measure space com-
plexity. The lookup table is also sent over the network from
one peer to another and, therefore, accounts for the size of
messages during the protocol. We run a series of experiments
with subsets of datasets and performed 30 runs for each subset.
Figure 6 shows the message size for different dataset sizes.
Notice that in the worst case space grows linearly with the
size of the dataset.

VI. CONCLUSIONS

We presented a novel distributed and density-based approach,
called DTSCluster, for short time series clustering, which is
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Fig. 6: Message size vs. dataset size

particularly suitable for time course gene expression data. The
two stages of DTSCluster are concerned with the identification
of dense patterns in the distributed datasets and the utilization
of these patterns for generating the time series clusters. Re-
sults of our comparative experimental evaluation revealed that
DTSCluster scales in the dataset size and number of peers with
linear complexity in time and space, and outperforms other
representative approaches in terms of cluster validation with
the silhouette index. Finally, DTSCluster allows for research
cooperation among different parties without the necessity of
transmitting original gene expression time series to a central
location. Ongoing work is the integration of DTSCluster with
the Gene Ontology1 for integrated evaluation of computed
clusters by DTSCluster with respect to biological relevance
of found cluster solutions. DTSCluster currently provides a
crisp cluster solution, which is a first step in a wider ongoing
project. An interesting line of investigation is to allow for soft
density based cluster solutions. We also plan to investigate
other gene expression related problems, like bi-clustering and
pathway analysis.
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