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ABSTRACT
We present a multimodal medical 3D image system for radiol-
ogists in an virtual reality (VR) environment. Users can walk
freely inside the virtual room and interact with the system us-
ing speech, going through patient records, and manipulate 3D
image data with hand gestures. Medical images are retrieved
from the hospital’s Picture and Archiving System (PACS) and
displayed as 3D objects inside VR. Our system incorporates
a dialogue-based decision support system for treatments. A
central supervised patient database provides input to our pre-
dictive model and allows us, first, to add new examination
reports by a pen-based mobile application on-the-fly, and sec-
ond, to get therapy prediction results in real-time. This demo
includes a visualisation of real patient records, 3D DICOM
radiology image data, and real-time therapy predictions in
VR.
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INTRODUCTION
We present a novel multimodal real-time decision support sys-
tem for the radiology domain, where radiologists can visualise
and interact with patient data in VR by using natural speech
and hand gestures. Our multimodal dialogue system is an
extension of previous work [3, 5] where we use an Oculus Rift
DK2 in a remote collaboration setting. In our new scenario,
the radiologist starts with a patient examination form he or she
fills in by using a tablet with built-in stylus for notes and draw-
ing. The handwritten multi-stroke sketches are transcribed by
using handwriting recognition, then analysed and stored based
on common medical ontologies [7]. The doctor then examines
the patient records in VR where he or she can interact with
the 3D medical images of the patient. Tyler et al. present a
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Figure 1. 3D image data manipulation in VR

scenario where neurology images are displayed in VR [1]; we
focus on the multimodal interaction with magnetic resonance
imaging (MRI) material. One medical application of our sce-
nario is immersive telemedicine, e.g., virtual tumour board
reviews. Our end-to-end system provides a GPU-accelerated
machine learning model for automated decision support that
computes therapy predictions in real-time, too. This video1

shows the complete workflow.

ARCHITECTURE AND DECISION SUPPORT MODEL
We implemented a Patient Data Provider service for connect-
ing to PACS (picture archiving and communication system)
and RIS (radiology information system). The mobile appli-
cation retrieves patient data and medical images through this
interface and sends back completed reports of the radiologist.
As depicted in figure 3, all devices and services are connected
through a central hub, the Proxy Server.

For real-time data acquisition, we use a mobile device with
a digital pen [6]. The speech-based dialogue system sup-
ports task-based interaction with the patient data shown on the
virtual display (e.g., "Open the patient file for Gerda Meier.",
"Show the next page."); question answering functionality about
factiod contents of a patient record (e.g., "When was the last
examination?"); and the RNN-based therapy prediction com-
ponent ("Which therapy is recommended?"). We use SiAM-
dp [4] for the speech-based multimodal dialogue and inte-
grated it into the VR application.

1http://medicalcps.dfki.de/www/wp-content/uploads/KDI_V2_
Pro_v04_2.mp4
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Figure 2. Multimodal system in virtual reality
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Figure 3. Architecture

The image viewer retrieves medical images in the DICOM
format directly from the hospital’s PACS, converts them into
a suitable format and renders them inside VR as 3D objects.
By using natural speech and hand gestures the user can scroll
through the layers of the image stack and rotate them. To-
gether with the possibility to walk around in the VR room, this
allows for an immersive visualisation of medical images as
tangible objects, allowing doctors to get a 3D perception of
the data (see figure 1). Our medical dialogue system facilitates
the doctor’s interaction with a decision support module about
which therapy is most suitable for a given patient. We inte-
grated a prediction model for clinical decision support based
on deep learning [2] as a backend service, running on a deep
learning server.

CONCLUSIONS AND FUTURE WORK
A multimodal dialogue system in combination with 3D image
visualisation and manipulation in VR provides an immersive
user experience. Currently, we are investigating how the VR
application, together with dialogue-based therapy prediction
based on machine learning, impacts the medical findings pro-
cess in daily hospital routine. Future work includes additional
input modalities such as eye-tracking to improve the interac-
tion in VR.
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