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Abstract. Business Process Modeling has become a major task in the field of 

Business Process Management. There has been a trend within organizations to-

wards adapting and reusing existing reference models for the modeling of indi-

vidual business processes that belong to the same application domain to save 

time and costs. Due to the high availability of individual business process mod-

els together with the need for further reference models, the inductive develop-

ment of reference models has gained tremendous importance. Meanwhile, dif-

ferent heuristic approaches have been proposed to the research community, 

based on median graph computation. By way of contrast, our approach tries to 

derive reference models based on factor analysis, which does not require an ap-

proximated matching between the individual business processes as an additional 

level of abstraction. The results of the described approach are compared to the 

results of an existing heuristic approach for a qualitative evaluation of both in-

ductive development concepts. 

Keywords: Information Systems, Business Process Management, Business 

Process Modeling, Inductive Reference Model Development, Factor Analysis 

1 Introduction 

Nowadays, the inductive development of reference process models has become an 

important and lively topic of discussion in the business process modeling community. 

The general problem, justifying the actual need for reference model development, is 

the lack of reference models in certain application domains as well as the fact that 

reference models are of great importance for business process modeling as part of the 

organizational practice. For example, the reuse of generally applicable reference 

models is accelerating the modeling task itself, resulting in time and cost reductions 

[1]. At the same time, more and more individual business processes are available, due 

to the growing maturity of concepts, methods and techniques in the field of business 

process management (BPM). In parallel, the increasing number of different infor-

mation systems, e.g. PDM, ERP, SCM, WFM, CRM systems [2], which enable the 

support of individual business processes in organizations [3], promotes the further on-

going individualization of existing business processes and the emergence of new 

ones. That is why the inductive development of universally applicable and reusable 



reference models [4] plays a key role in increasing their availability, notwithstanding 

the fact that inductive development is still at the discussion and research stage. The 

inductive modeling strategy, in contrast to deductive reference model development, is 

not based on the consideration of general theories and concepts [5], but it consolidates 

real-world business process data, e.g. in the form of individual business process mod-

els. The aim of the inductive strategy is to identify similarities between the individual 

business process models in order to derive an abstracting reference model [6]. In the 

related discipline of process mining, business processes are derived from records of 

business executions instead. 

In literature, common shortcomings of more or less heuristic approaches in the re-

search area of inductive reference model development can be summarized as follows. 

First, existing approaches are limited by heuristics with negative impacts on the sta-

bility and the quality of the approximated results. Second, most of the methods re-

quire further prerequisites and assumptions, depending on the characteristics of the 

used modeling language. Third, similarities are identified based on syntactical com-

parison of labeled business process elements without considering the semantics. 

Fourth, the underlying process matching problem of today’s methods has to be 

solved, being NP-complete. Heuristic approaches are used in order to approximate a 

solution for this problem so as to deal with the complexity of today’s real-world busi-

ness processes in an efficient and effective way. The approximation of a matching 

which is not unique in general [7] introduces an additional level of abstraction, lead-

ing to a loss of information. In the related work stream of process mining, similar 

concepts, methods and techniques are applied, and similar problems exist, compared 

to the work stream of inductive development. 

Motivated by the unused, but important and promising potential of the inductive 

strategy, the main contribution of this paper is the presentation of an innovative con-

ceptual idea for the purpose of inductive reference model development based on fac-

tor analysis. The goal is to address the mentioned gaps of existing methods by the 

described approach in the following work that can be classified as design science 

research [8]. In both the work stream of inductive reference model development and 

the work stream of process mining, the application of statistical data analysis tech-

niques is fairly unexplored. So far, those techniques are only applied for dimension 

reduction or clustering purposes common in the area of process mining. The presented 

method can also be adopted to support the detection of previously unknown process 

structures, for example in event logs, seen as a possible contribution to this field. Giv-

en a set of individual real-world business process examples as input for the develop-

ment of an inductive reference model, our approach is to perform statistical data anal-

ysis in order to find an abstracting reference model that abstracts from differences, 

while focusing on commonalities. Factor analysis fits to this problem at hand because 

for this purpose it can be applied directly to a metric-scaled representation of the input 

in order to reduce the individual business process models to a lower number of latent 

variables, called factors. The key aspect is that factor analysis allows to draw statisti-

cal inferences from the factors back to the input about the degree of its reflection in 

the result. The abstracting reference model is obtained from those characterizing in-

ferences. A fully-integrated cluster analysis ensures the robustness of the method, 



because the input is transformed into a homogeneous selection of individual business 

process models.  

The work described in this paper is structured as follows: In section 2, related work 

is summarized and compared to our approach. In section 3, the mathematical back-

ground regarding statistical data analysis is explained in more detail. While section 4 

describes the algorithmic idea on a high level, section 5 focuses on the single algo-

rithmic steps in order to provide a full and understandable picture of the implemented 

algorithm. In section 6, the results are presented and compared with the results of a 

heuristic method based on the concept of median graph computation. Finally, section 

7 concludes the paper. 

2 Related Work 

In literature, the work stream of inductive reference model development is strongly 

related to the stream of process mining, sharing common concepts, methods and tech-

niques. For example, heuristic approaches have evolved in both areas. However, the 

intended aim has to be understood differently. The inductive strategy automatizes the 

generation of reference models based on a set of individual business process models 

as input. Instead, process mining extracts valuable knowledge from records of busi-

ness executions [9], not necessarily in order to derive business process flows. De-

pending on the mined perspective, which can be differentiated between the process, 

organizational and data perspective, for example, business processes can be modeled 

as components in an object-oriented sense that are connected to each other to express 

dependencies and requirements between them. 

In the meantime, different heuristic methods have been proposed to the research 

community in the area of inductive reference model development. In this context, the 

powerful concept of genetic algorithms is considered for modeling and optimization 

purposes more and more often, because it is easy to extend and generally applicable 

without the need for making assumptions about the optimization problem itself. 

Yahya et al. [10] have used as the first genetic algorithms in order to reduce the in-

ductive derivation of reference models to the optimization problem of minimal graph-

edit distance. However, the presented results do not prove the practical applicability 

of their work because the presented results are not generated based on real-world 

business process data, being modeled in no wide-spread modeling language. The ap-

plication to real-world examples and the evaluation of the results is addressed by the 

work of Martens et al. [11]. Instead of using genetic algorithms, Ardalani et al. [12] 

demonstrate another heuristic approach, defining a minimal cost of change function in 

order to operationalize a reference model also based on minimal graph-edit distance. 

The reference model is developed iteratively by evaluating this function based on 

individual business process models.  

In the related area of process mining, similar concepts, methods and techniques are 

applied within various organizations such as public institutions [9], telecom compa-

nies [13] and healthcare institutions [2]. Van der Aalst et al. [14] have introduced the 

α-algorithm in order to discover process models, modeled as Petri net from event 



logs. Li et al. [15] present a heuristic search algorithm for process variant mining. The 

formulated optimization problem is approximated using a heuristic measure. The 

application of clustering techniques is mentioned in some literature to facilitate pro-

cess mining especially in healthcare [2], [16]. In this context, statistical data analysis 

is mainly used for the purpose of dimensionality reduction in order to process high-

dimensional data [17]. 

Compared to our approach, heuristic methods are less stable and accurate. For ex-

ample, the α-algorithm is not showing any robustness against noise in the data. The 

results are generated based on preconditions and assumptions that are necessary to 

solve the underlying matching problem, being independent from the formulated opti-

mization problem. The matching is approximated based on heuristics, resulting in an 

equivalent relation that represents a necessary, but additional level of abstraction. This 

leads to a loss of information. So far, process element matches are established by 

syntactic and type-oriented similarity measures. In contrast, our approach extends this 

bunch of similarity measures by taking into account semantics. 

3 Mathematical Background 

In this paper, statistical data analysis is applied in order to abstract from differences 

while gently focusing on commonalities in the business process structures, but not on 

the basis of assumptions or on the basis of approximations. The intended goal is to 

obtain more stable and accurate results compared to the use of heuristic methods. In 

the mathematical sense, a metric-scaled representation of the data is required to de-

compose the observed variables into a smaller number of latent variables, which re-

flect the main evidences, while reducing the variability between observations, e.g. 

business processes. The latent variables guarantee to be independent, when the nor-

mally distributed data jointly span a low-dimensional mathematical space. Depending 

on the application, there are various techniques to search for joint variations in re-

sponse to latent variables. 

Principal component analysis (PCA) is usually applied for the purpose of dimen-

sion reduction in conjunction with cluster detection for example. Therefore, the data 

is projected from a high-dimensional into a low-dimensional mathematical space. The 

appropriate transformation matrix results from the relevant eigenvectors. The intend-

ed goals of factor analysis (FA) are structure detection and causal modeling [18], in 

that the analysis characterizes the relationship between observed, correlated variables 

and a lower number of latent, uncorrelated variables. In mathematical terms, the dif-

ference between PCA and FA is that FA accounts only for the variance that is com-

mon among the observed variables instead of accounting for all of the variance in the 

data.  

As a first step in FA, the data matrix is Z-transformed by mean-centering and 

standardization. Afterwards, it is decomposed in its eigenvectors and corresponding 

eigenvalues. Together with the eigenvectors, the factors (or latent variables) form a 

linear combination, representing the observed variables, and the eigenvalues, account-

ing for the relevance of the direction of the eigenvector, lead to the factor loads. The 



factor loads are obtained by scaling the eigenvectors with the square root of the corre-

sponding eigenvalues. In general, different methods are possible for the decomposi-

tion, e.g. the standard covariance method or singular value decomposition (SVD). 

Each method makes different demands on the data, offering both advantages and dis-

advantages. The main specific characteristic of the application described in this paper 

is that there are more variables than observations in general. In addition, the number 

of variables is very high. Under these conditions, the covariance method is not numer-

ically stable and it is not efficient. That is why we are making use of the SVD as an 

alternative technique that is especially suitable for high-dimensional data. It is numer-

ically more stable and it provides efficient results, even if the number of variables is 

larger than the number of observations [19]. However, the high random-access 

memory consumption of our present implementation is seen as a limitation. 

4 Overall Approach 

Real-world business process models are considered in the following as directed 

graph structures, consisting of a set of edges that induces a predefined order among a 

set of nodes. Each node is labeled by a distinct linguistic expression of a natural lan-

guage. In addition, it may be the case that more meta-information is contained within 

single entities (e.g. costs for a specific transition), which has been ignored by our 

work so far. This kind of representation is independent from a concrete modeling 

language. The following main steps describe our inductive development approach on 

a high level, as illustrated in figure 1. 

In the first step, each directed graph structure is transferred into a matrix represen-

tation, which follows the idea behind an adjacency matrix. The dimensions of the 

matrix represent the set of syntactically distinct labels among all existing nodes that 

appear in the data. Each matrix entry is assigned a metric value that quantifies the 

degree of uniqueness regarding the existence of an edge between the respective labels. 

Therefore it is necessary to compare the source and target labels to the labels of all the 

source and target nodes, connected by a directed edge in the respective individual 

graph structure. The idea is that the higher the average of calculated syntactic and 

semantic similarity values, the higher the chance that an edge occurs. Apart from the 

calculation of syntactic similarity, the measurability of semantic similarity is a chal-

lenge, because labels can be syntactically different and yet still express a similar or 

the same meaning. For this reason, the approach integrates linguistic background 

knowledge in the form of dictionaries for the German and English language. In the 

second step, all single matrices are integrated into a common data matrix by lineariza-

tion of each matrix as one vector of observed variables. In the third step, the mean-

centered and standardized data matrix is decomposed into its eigenvectors and corre-

sponding eigenvalues by the application of SVD (cf. section 3) as an intermediate 

result in the context of statistical data analysis. The normed eigenvectors form a trans-

formation matrix that is used to project the individual business process models from a 

high-dimensional into a low-dimensional mathematical space in order to perform a 

cluster analysis afterwards. The objective is to ensure a homogeneous selection of 



individual business process models by the removal of outliers to increase the robust-

ness of the overall approach. In terms of business process modeling, an outlier can be 

understood as a business process model that does not belong to the same application 

domain as the majority. Based on the results of cluster analysis, a reduced number of 

factors is expected that account for the variances among the selected individual busi-

ness process models. The relevant number of factors is derived from the correspond-

ing eigenvalues based on the application of different decision criteria. After calculat-

ing the corresponding factor loads, characterizing the relationship between each factor 

and each observed variable, the commonality vector is calculated. It expresses the 

degree of how much each observed variable is explained by all the factors. At this 

point, the legitimate idea of deriving the abstracting reference model directly from the 

intermediate results of factor analysis does not lead to useful results. The transfor-

mation of both the factor loads and eigenvectors back into the original matrix repre-

sentation results in highly fragmented graph structures, not representing a tangible 

business process model. Accompanied by the missing mathematical interpretation, the 

individual business process model that has the smallest distance to the commonality 

vector is selected in the fourth step. It is interpreted as a model that is closest to the 

reference model. In the fifth step, it is refined based on the commonality vector to 

inductively develop an abstracting reference model that can be reused directly by 

business process designers for the task of business process modeling. 

 

Fig. 1. Overview of the overall approach 

5 Algorithm 

5.1 Step 1: Represent each Input Model by a Metric-Scaled Matrix 

In the first step, the set of distinct labels among all nodes of the individual business 

process models has to be determined and sorted in an alphabetically ascending order. 

  nllL ,...,1  (1) 

The distinct labels represent the rows and columns of the  matrix A, repre-

senting an individual business process model. The metric-scaled values of the matrix 

define the uniqueness regarding the existence of a directed edge between a labeled 

source and target node in the corresponding model  that is described. 



Therefore, the corresponding labels are compared to the labels of all the source and 

target nodes that are connected by a directed edge within the respective graph struc-

ture. 

 Lnqp

llpllp

llp

llpllp

A

nnini

qpi

nii

nn

i 

















 ,;

),(...),(

...),(...

),(...),(

1

111

 (2) 

 
 


iEts tq

ett

isp

source

i

tq

ett

isp

source

i

qpi
llpllp

llpllp
llp

),(
arg

arg

),(),(

),(*),(*2
),(  (3) 

In general, the methods used for the determination of similarities between business 

process elements range from syntactic, semantic, type-oriented and attribute-oriented 

methods [20] to contextual similarity measures [21]. The type-oriented similarity 

between two labels is taken under consideration by the following function that com-

pares the types of the corresponding nodes. 
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The syntactic similarity measure calculates a string edit distance based on the Le-

venshtein-edit-distance lev [22], which is normalized to a similarity in the range [0, 

1]. 
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The semantic similarity measure makes use of a synonym comparison between the 

identifiers by integrating linguistic background knowledge in the form of open and 

language-dependent dictionaries, such as WordNet
1
 and GermaNet

2
 for the English or 

German language. For the calculation of semantic similarities, each label l is split into 

single words at different delimiters upfront. Afterwards, the stop words as well as 

punctuations are filtered out, resulting in a set of words . The function  

returns the set of all synonyms out of , occurring in . 
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In this context, based on the evaluation in [23], the combined similarity between 

two labeled nodes is measured as follows: 

                                                           
1  http://wordnet.princeton.edu/ 
2  http://www.sfs.uni-tuebingen.de/GermaNet/ 
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The presented similarity measures are combined with equal weighting according to 

[20]. The combined measure complements the calculation of matrix A as follows: 
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5.2 Step 2: Transform each Matrix Representation into a Vector 

All matrices are transformed into a linearized vector for the purpose of integrating 

all business process model representations into a common data matrix.  
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5.3 Step 3: Perform Factor Analysis and Cluster Analysis 

The data matrix  comprises a set of c observations of n² variables. The data is 

arranged as a set of c data vectors  with each vector representing an individu-

al business process model, described by n² variables. Factor analysis (cf. section 3) is 

used in order to calculate the factor loads for a reduced number of factors. As an in-

termediate result of factor analysis, the eigenvectors and the corresponding eigenval-

ues of the decomposed data matrix X are obtained. The relevant eigenvectors form a 

transformation matrix that is used to project the individual business process models 

based on their linearized vector representation into a low-dimensional mathematical 

space. The individual models that are located in close proximity form a cluster. Under 

the assumption that the input data to this approach belongs more or less to the same 

application domain, the outliers become visible. The corresponding linearized vector 

representations are removed from the data matrix X. Afterwards, factor analysis is 

restarted without performing cluster analysis again. The resulting factors explain most 

of the variability within the data set. The most common decision criteria for estimat-

ing the relevance of eigenvectors and factors are described below. 

 Kaiser criterion: All factors with a corresponding eigenvalue greater or equal to the 

value of 1 are selected as relevant. 

 90% rule: All factors that explain 90% of the overall variances in terms of the sum 

total of all eigenvalues are considered to be relevant. 



 Scree-plot test: Plotting all eigenvalues leads to the number of relevant factors at 

the point where the gradient of the plotted curve decreases significantly. 

Due to the fact that the mentioned criteria tend to overestimate or underestimate the 

relevance, the average is considered finally as the relevant number k. The influence of 

a slight decrease or increase of the parameter k on the final result is negligible. Based 

on the factor load matrix , the commonality vector  is derived as follows: 
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Each commonality value  expresses the degree of how much the observed varia-

ble i is explained by all the factors. In other words, the commonality describes the 

relationship between observed variables and their contribution to the explanation of 

relevant directions with regards to content. 

5.4 Step 4: Select an Individual Business Process Model 

The inductive reference model has to be derived based on the previous analysis. 

Therefore, the commonality vector is understood as query vector to determine the 

individual business process model that fits closest to the reference model in terms of 

the strongest explanation by all the factors. This is achieved by calculating the Eu-

clidean distance between the linearized vector representation of each input model and 

the commonality vector.  

5.5 Step 5: Refine the Selection Towards an Abstracting Reference Model 

In the final step, the refinement process transforms the selected individual business 

process model into the reference model based on the strength of the dependency be-

tween two nodes in response to the identified factors. A strong dependency is marked 

by commonality value closer to 1, while a weak dependency is expressed by a value 

closer to 0. As a first evidence, an abstracting reference model is obtained by remov-

ing all edges that express the dependency between nodes, being assigned a common-

ality value below 0.5. Increasing this threshold is a useful method to strengthen the 

abstraction capability of the method in order to find further reference models on dif-

ferent levels of abstraction. All disconnected nodes are removed post-processing, 

resulting in a connected graph component, considered as inductive reference model. 

6 Evaluation 

6.1 Proof of Concept 

The described algorithm is prototypically implemented in the Java programming 

language and integrated in a self-developed application within our research group, 



providing the functionality of loading business process models that are represented in 

a common XML-based interchange format as for example EPC Markup Language 

(EPML) or ARIS Markup Language (AML). For the implementation of the algorithm 

itself, the JAMA library
3
 is used for calculative purposes. The linguistic background 

knowledge is integrated in form of word nets using the official application program-

ming interfaces. The results of factor analysis are exported for further analysis and 

verification purposes. Finally, the derived reference model is shown in a special 

viewer, providing further analysis and export functionalities. The evaluation was per-

formed on today’s standard hardware (Intel Core i7 vPro 2.3 GHz processor, 16 GB 

RAM) under Windows 7 64-bit version and Java Runtime Environment 7 64-bit ver-

sion. 

6.2 Scenarios 

The evaluation of the described approach follows three different strategies based 

on two different real-world business process data sets. Scenarios 1 and 2 are based on 

the CoSeLoG project data set. Vogelaar et al. [24] retrieved 80 business process mod-

els (eight different business processes for 10 Dutch municipalities). The GBA1 busi-

ness process is used as input for the two different evaluation scenarios. Scenario 3 is 

founded on a controlled modeling exercise, where different students attending the 

course “Introduction to Information Systems” in the summer semester 2011 at our 

institute had to design a business process model by hand, referring to the same pro-

cess description in the context of the written examination of the course. 

 Scenario 1 (S 1): The 10 individual variants of the GBA1 business process are 

integrated into one reference model. The generated reference model R is evaluated 

against a manually developed reference model R* by hand by two independent de-

signers, who were separated locally from each other during modeling without 

knowing the result of the described algorithm or discussing the modeling task up-

front. Afterwards, the different modeled versions were reasonably merged into a 

single model based on discussions. For designing the reference model by hand, dif-

ferent practices are possible for creating a reference model. On one side, only the 

matching nodes and edges can be considered in order to build up a reference mod-

el. On the other side, the incorporation of all nodes into some kind of super-model 

is also a possibility. A compromise would be the selection of nodes that occur with 

a given probability. The designers followed this path, but in addition, nodes that 

seemed to be of high importance for the overall process were also integrated. Final-

ly, the result was reviewed and classified as a plausible representative. 

 Scenario 2 (S 2): In the first step, the first variant R* describing the GBA1 business 

process of the Dutch municipality A is used to generate 20 variants by renaming, 

deleting and exchanging the order of model elements based on a certain probability 

so as to obtain a diverse synthetic data set of business process models. In the sec-

ond step, the resulting models are provided as input to the algorithm, inductively 

                                                           
3  http://math.nist.gov/javanumerics/jama 



deriving a reference model. It is expected that the generated reference model R has 

to be similar to the GBA1 variant R*, serving as a pattern for automatic variant 

generation. 

 Scenario 3 (S 3): A close look at the 38 solutions that were developed by the stu-

dents based on the controlled modeling exercise shows that 

─ the solutions do not meet partially the essential subject matters, 

─ the exercise is partially misunderstood because of misleading formulations and 

─ the syntactic rules of the given modeling language are not respected. 

These points are general risks that have to be faced in controlled modeling exercis-

es. An example solution on the subject area was developed independently by ex-

perts by following the same textual specification. The modeling task is simplified 

by the fact that a reference is already given implicitly by such a description. In this 

context, we have identified the main subject matters and process flows as assess-

ment framework in advance on the basis of the controlled modeling exercise. Af-

terwards, exam solutions – which either did not represent a valid model or met the 

established criteria to a very small extent – were dropped as input for our method. 

The preceding cluster analysis was applied to the remaining ten solutions. Finally, 

based on the six remaining individual solutions of the students, a reference model 

R is derived inductively. It is compared to the example solution R*.  

In table 1, the differences among the scenario-specific characteristics are summarized. 

Table 1. Summary of scenario-specific characteristics 

 Avg. # of 

nodes 

Avg. # of 

edges 

Execution 

time 

Memory 

consumption 

Modeling 

type 

Scenario 1 31 33 5 sec. 2.5 GB natural 

Scenario 2 19 20 8 sec. 2.6 GB synthetic 

Scenario 3 43 46 81 sec. 10.1 GB controlled 

6.3 Measures 

In this paper, the main question regarding the evaluation is how relevant an ob-

tained reference model is compared to the expected one. This is the reason why it 

makes sense to transfer the measures precision and recall as noted in equation 12 and 

equation 13 from the research area of information retrieval to the area of inductive 

reference model development. In equation 14, the F-measure is defined and interpret-

ed as weighted average (harmonic mean) of precision and recall, rating the accuracy 

of the retrieved reference model. The values of these measures lie in the interval [0, 

1]. A higher value indicates a more relevant and accurate result. 
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6.4 Results 

In general, it is difficult to provide a formal correctness proof for a method. That is 

the reason why this paper focuses on the evaluation of the presented approach in 

terms of practical usage and relevance of the results. The results are independent of 

the use of a certain modeling language as long as the individual business processes 

are representable as directed graph structures. The generation is possible in real-time 

and the results are reproducible. Furthermore, statistical data analysis reduces neces-

sary preconditions and assumptions. This makes the method highly relevant for prac-

tical usage. The relevance of the results is evaluated based on different measures as 

defined in subsection 6.3. The evaluation measures are calculated and the results are 

presented in table 2. A commonality value greater than 0.9 has to be chosen in order 

to obtain the following stable and promising results for the three different scenarios. 

Table 2. Comparison of the FA based approach with a heuristic median graph-based method 

 Event Function Connector Edges All 

S
 1

 

Factor 

Analysis 

Precision 0.87 0.91 0.67 0.83 0.82 

Recall 0.67 0.82 0.67 0.65 0.69 

F-measure 0.76 0.86 0.67 0.73 0.75 

Median 

Graph 

Precision 0.89 0.88 0.50 0.86 0.81 

Recall 0.62 0.58 0.33 0.59 0.55 

F-measure 0.73 0.70 0.40 0.69 0.65 

S
 2

 

Factor 

Analysis 

Precision 0.77 0.86 0.83 0.64 0.73 

Recall 0.85 0.83 0.83 0.54 0.69 

F-measure 0.80 0.84 0.83 0.59 0.71 

Median 

Graph 

Precision 0.82 0.90 0.50 0.86 0.80 

Recall 0.75 0.82 0.33 0.75 0.69 

F-measure 0.78 0.86 0.40 0.80 0.74 

S
 3

 Factor 

Analysis 

Precision 1.00 1.00 1.00 0.81 0.91 

Recall 0.91 0.87 1.00 0.76 0.84 

F-measure 0.95 0.93 1.00 0.78 0.87 

The results of scenario 3 compared to scenarios 1 and 2 state the successful integra-

tion of semantics. The results of another actual inductive approach [11] that represent 

the concept of median graph computation are opposed in table 2 for the scenarios 1 

and 2. A direct comparison of both evaluations allows the conclusion that the stability 

of the described approach is higher, while its results are more accurate. 



7 Conclusion 

The presented method for the inductive development of reference models based on 

statistical factor analysis leads to promising results in the different evaluation scenari-

os using real-world data. The results have been compared to a heuristic approach 

based on median graph computation [11], dealing with the same research problem. 

Our approach is able to increase precision and recall by avoiding an approximated 

heuristic solution of the underlying business process matching problem that is com-

plex and not unique. Furthermore, statistical data analysis avoids necessary precondi-

tions and assumptions. The strong determination ability of this method speeds up the 

runtime, resulting in higher effectiveness and efficiency. Due to the used methodolo-

gy of statistical data analysis, the results show a greater stability. In scenario 2, the 

results are slightly worse in comparison to those of the heuristic median graph-based 

approach. The problem seems to be that the refinement process is not as flexible as 

genetic operations. In scenario 3, the incorporation of semantics leads to convincing 

results, showing its potential also for the integration in other existing inductive devel-

opment techniques. Rehse et al. [25] have proposed different requirements for induc-

tive development methods that are satisfied by our approach. Overall, this work repre-

sents a promising and innovative conceptual idea as an alternative to concepts that are 

behind existing inductive reference model development approaches. In the current 

state of research, it provides important advantages in comparison to other concepts. 

The evaluation shows high-quality results, but a more detailed and qualitative evalua-

tion of the described approach is necessary to prove its relevance for the organization-

al practice. Therefore, the evaluation must be extended so that further alternative in-

ductive development approaches are included in more complex scenarios. Further-

more, the applied combined similarity measure has to be questioned more closely, 

opening up possibilities for extension or replacement. While deductive developed 

reference models are describing more or less a best practice, inductively developed 

reference models are interpreted more as a common practice. The practical problem 

behind the inductive development strategy is that background knowledge regarding 

the impact of single process steps is completely missing. Providing meta-information, 

e.g. the execution cost of certain process activities, is necessary in order to be able to 

measure the impact. However, for proven individual business processes as input, the 

result of inductive development approaches qualifies as a valid reference model. 

Our approach suffers from certain limitations such as the high random-access 

memory consumption and the numerical instability of singular value decomposition 

that is caused by the high-dimensional data matrix representation (cf. section 3). This 

is the reason why the way of constructing the data matrix has to be opposed to other 

possibilities with the aim of reducing its dimensionality. One possibility is to evaluate 

a fragment-based approach instead of considering the entire set of nodes and edges, 

representing a graph structure, as basis for statistical data analysis. Another possibility 

is to unite certain matrix dimensions which represent a common synonym group. The 

refinement process has to be more flexible to cope with degenerate business process 

models. At the moment, the missing integration of further operations, such as the 

adding, the mutation or recombination of structural elements is also a limitation. Fur-



thermore, our approach does not allow for the configuration of a company-specific 

variant of a reference model. For the future, it will be interesting to consider compa-

ny-specific constraints in addition to the result of factor analysis during the selection 

and refinement step. 
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