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1 Introduction

This paper describes a dialogue manager, which
provides support for multiple, interleaved conver-
sation threads. Multi-threaded dialogues are fre-
quently initialized by humans (Shyrokov et al.,
2007), (Yang et al., 2008). Interleaved dialogue
threads differ from embedded dialogue threads
insofar that they allow for threads being alter-
nated entangled. Although multi-threaded con-
versations are a frequent human behavior, sup-
port for multi-threaded conversations in dialogue
systems is very rare. One example is (Lemon
et al., 2002), who describe a possibility to in-
tegrate multi-threading into an Information State
Update model. However, (Yang et al., 2008) crit-
icize (Lemon et al., 2002), because they neglect
to signal conversation switches made by the sys-
tem. The system described in (Nakano et al.,
2008) is able to manage multiple tasks through
several expert components for every task. How-
ever, experts cover fine-grained tasks such as “un-
derstanding a request for weather information”.
They do not capsulate substructures of a dialogue
and are therefore not comparable to conversation
threads.

This paper presents a state-based dialogue
manager, which supports multi-threaded behavior
and offers conversation switch markers.

2 Multi-threaded Dialogue Support

Input to the dialogue system is by default inter-
preted in the context of the currently active dia-
logue thread. If the current thread is found to be
inappropriate, the dialogue manager needs to re-
place the active thread with either an until now in-
active thread or with an active but paused thread.

Dialogue Management is based on a finite-state
graph. The finite-state automaton is described by
a hierarchical state-transition diagram including
Harel’s state charts. In our dialogue manager con-
versation threads are special types of supernodes.

Conversation threads can occur in three differ-
ent conditions: active, paused and inactive. Ana-
log to the activation, termination and pausing of
conversation threads, the underlying graph inter-
preter activates, terminates and pauses the belong-
ing thread supernodes.

Empirical research has stated that the change of
conversation threads by the system can easily be-
come confusing to the user (Heeman et al., 2005),
especially if the system does not provide a dis-
course marker to notify the change.

Therefore, the described system provides
“bridging utterances” to indicate a thread switch.
They consist of two parts: The first one is a more
general reference to the newly activated or reacti-
vated thread (mostly through verbalizing the topic
of the selected thread), the second one the rep-
etition or rephrasing of the last utterance which
was made by the system to reestablish common
ground.

3 Selection of Dialogue Threads

In the system initiative scenario the dialogue
manager has to decide which dialogue thread con-
stitutes an appropriate continuation of the con-
versation, e.g. after a dialogue thread was fin-
ished and the conversation pauses. The system
can choose between reactivating a paused dia-
logue thread or activating a new thread. Two cri-
teria are used for the selection: time information
(since when an active thread is paused) and im-
portance information (how important is the thread



for the overall conversation).
For user initiative, all incoming user utter-

ances are by default at first processed in the con-
text of the currently active thread. If the ac-
tive thread fails in offering a valid transition to
a new state, the dialogue manager selects a dia-
logue thread which fits to the incoming utterance.
This can be a paused thread or a thread which has
to be freshly initialized. The selection process is
led by the matching values for the topic of the ut-
terance as well as the recognized dialogue act and
domain. If more than one thread with matching
values for topic, domain and a valid dialogue act
can be found, the selection process continues with
the measures for importance and time.

4 Evaluation of Thread Selection

The dialogue manager was evaluated through con-
versation logs from user experiments. Each utter-
ance in the conversation logs was manually an-
notated with thread function information. Thread
functions include the opening of new threads, the
reinitialization of paused threads and the selection
of threads according to user utterances.

Unfortunately, in the evaluation experiments
the users did not make use of the interleaved di-
alogue possibilities, but only used embedded di-
alogue threads. However, since the system does
not differentiate between embedded or interleaved
threads, we expect the system to also provide
good support for interleaved conversations.

Figure 1: User initialized dialogue threads and system
reaction

In general, the evaluation shows that the thread
selection works very well.

Figure 1 shows the division of the system’s
thread selections as reaction to thread initializa-
tion by the users. There were no incorrectly se-
lected threads by the dialogue manager, but a

number of problems originating from failures of
the NLU component of the system (U-I-T-NU)
and some cases in which the users initialized di-
alogue threads unknown to the system (U-I-UT).
In total 23 of 102 user’s attempts to initialize new
dialogue threads were not understood by the input
analysis (25,48%).

Thread selection for system initiative also
works very well. There were only 16 errors in
157 thread selections. Most of the errors (13 of
16) are caused by a missing behavior in the selec-
tion algorithm, which did not consider the number
of already uttered rejections by the user.

The system reinitialized 63 paused threads ei-
ther because of a user utterance or as system ini-
tiative. The number of reinitialized threads per
conversation differs from 29 (the highest number)
to 8 (the lowest number of reinitialized threads).
All threads for reactivation were correctly se-
lected.
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