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Abstract

In this paper we present the on-going grammar
engineering project in our group for developingparallel
resource precision grammars for Slavic languagde T
project utilizes DELPH-IN software (LKB/[incr tsdfj( as
the grammar development platform, and has strofigitsf
to the LinGO Grammar Matrix project. It is innowaiin
that we focus on a closed set of related but exhediverse
languages. The goal is to encode mutually interdger
analyses of a wide variety of linguistic phenometa&jng
into account eminent typological commonalities and
systematic differences. As one major objective bé t
project, we aim to develop a core Slavic grammaboseh
components can be commonly shared among the set of
languages, and facilitate new grammar developm&sata
showcase, we discuss a small HPSG grammar for &ussi
The interesting bit of this grammar is that the alepment
is assisted by interfacing with existing corporadan
processing tools for the language, which savesifsignt
amount of engineering effort.
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1. Introduction

Our long-term goal is to develop grammatical resesr
for Slavic languages and to make them freely alobsléor

the purposes of research, teaching and naturalideysy
applications. As one major objective of the projege
aim to develop and implement a core Slavic grammar
whose components can be commonly shared among the
set of languages, and faciltate new grammar
development. A decision on the proper set up aloitiya
commitment to a reliable infrastructure right froume
beginning are essential for such an endeavor bedhes
implementation of linguistically-informed grammafsr
natural languages draws on a combination of engimge
skills, sound grammatical theory, and software
development tools.

1.1 DELPH-IN initiative

Current international collaborative efforts on deep
linguistic processing with Head-driven Phrase Stmec
Grammar [1-3] exploit the notion of shared gramriwar
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the rapid development of grammars for new languages
for the systematic adaptation of grammars to visiarf
the same language. This international partnerskipch
became popular under the name DELPH-islbased on a
shared commitment to re-usable, multi-purpose
resources and active exchange. Its leading ideto is
combine linguistic and statistical processing mashéor
getting at the meaning of texts and utterancesed@as
contributions from several member institutions goicht
development over many years, an open-source reposit
software and linguistic resources has been cretiad
already enjoys wide usage in education, reseamct, a
application building.

In accord with the DELPH-IN community we view rule-
based precision grammars as linguistically-motidate
resources designed to model human languages as
accurately as possible. Unlike statistical grammgdrsse
systems are hand-built by grammar engineers, takitog
account the engineer's theory and analysis for taolest
represent various syntactic and semantic phenoinetiee
language of interest. A side effect of this, howeisthat
such grammars tend to be substantially differearhfeach
other, with no best practices or common representst

As implementations evolved for several languagehimi
the same common formalism, it became clear that
homogeneity among existing grammars could be isea
and development cost for new grammars greatly estiuc
by compiling an inventory of cross-linguisticallalid (or

at least useful) types and constructions. To sppednd
simplify the grammar development as well as provide
common framework, making the resulting grammarsemor

! Deep Linguistic Processing with HPSG InitiativeEIIPH-
IN), URL: http://www.delph-in.net/

2 Exceptions do exist, of course: ParGram (Par&@ielmmar)
project is one example of multiple grammars devetbpsing
a common standard. It aims at producing wide cameera
grammars for a wide variety of languages. Thesewaitten
collaboratively within the linguistic framework dfexical
Functional Grammar (LFG) and with a commonly-agreed
upon set of grammatical features.

URL: http://www2.parc.com/isl/groups/nltt/pargram/




comparable the LinGbGrammar Matri% has been set up
as a multi-lingual grammar engineering project\ich
provides a web-based tool designed to support the
creation of linguistically-motivated grammaticakosirces

in the framework of HPSG [5].

The Grammar Matrix is written in the TDL (type
description language) formalism, which is interpceby
the LKB® grammar development environment [6]. It is
compatible with the broader range of DELPH-IN tgols
e.g., for machine translation [7], treebankingd8t parse
selection [9].

1.2 LinGO Grammar Matrix

Generally speaking, the Grammar Matrix is an attetop
distill the wisdom of already existing broad cowma
grammars and document it in a form that can be ased
the basis for new grammars. The main goals are to
develop in detail semantic representations andyheax-
semantics interface, consistent with other worlkdPSG;

to represent generalizations across linguistic abjand
across languages; and to allow for very quick stpras

the Matrix is applied to new languages.

The fact that different parts of a single gramman be
abstracted into separate, independent modulesr dibh
processing or grammar development, is approached in
[10] from the perspective of reuse of grammar codle.
web-based configuration system elicits typological
information from the user-linguist through a questiaire

[10, 11] and then outputs a grammar consistingi@Ma-

trix core plus selected types, rules and conssdinm the
libraries according to the specifications in the
guestionnaire, and lexical entries for the language
question. In other words, users specify phenomena
relevant to their particular language, with thedtestions
being compiled from libraries of available analygge a
starter grammar which can be immediately loadeal tim¢
LKB grammar development environment [6], as well as
the PET parser [12], in order to parse sentendeg tise
rules and constraints defined therein. The regvassi
testing facilities of [incr tsdb()] allow for rapid
experimentation with alternative analyses as new

3 The Linguistic Grammars Online (LinGO) team is cnitted
to the development of linguistically precise gramsnbased
on the HPSG framework, and general-purpose toolsde in
grammar engineering, profiling, parsing and genenatURL:
http://lingo.stanford.edu/

4 URL: http:/mww.delph-in.net/matrix/

5 LKB (Linguistic Knowledge Builder) system is a grmar and
lexicon development environment for use with umwifion-
based linguistic formalisms. While not restrictedHPSG, the
LKB implements the DELPH-IN reference formalismtgbed
feature structures (jointly with other DELPH-IN teére
using the same formalism).

phenomena are brought into the grammar [13]. The
original Grammar Matrix consisted of types definithg
basic feature geometry, e.g. [14], types for lexiaad
syntactic rules encoding the ways that heads canliti
arguments and adjuncts, and configuration files tfar
LKB grammar development environment [6] and the PET
system [12]. Subsequent releases have refinedridieal
types and developed a lexical hierarchy, includinking
types for relating syntactic to semantic argumesntsl, the
constraints required to compositionally build upnaatic
representations in the format of Minimal Recursion
Semantics [15-17]. The constraints in this ‘coreathik

are intended to be language-independent and
monotonically extensible in any given grammar. 18 i
recent development, the Grammar Matrix project aiins
employing  typologically = motivated, customizable
extensions to a language-independent core grammar.

The implemented prototype consists of a small det o
modules targeting basic word order (addressing the
relative order of subjects, verbs, and verbal cemgints),
sentential negation, main-clause yes-no questiand, a
small range of lexical entries. In particular:

e The Matrix core grammar provides definitions of
basic head-complement and head-subject schemata
which are consistent with the implementation of
compositional semantics [16], as well as definiion
of head-initial and head-final phrase types. Woed
order module creates subtypes joining the head-
complement and head-subject schemata with the
types specifying head/dependent order, creates
instances of those types as required by the LKB
parser, and constrains the rules to eliminate spsri
ambiguity in the case of free word order.

 For yesno questions, four alternatives have been
implemented: inversion of the subject and a main or
auxiliary verb relative to declarative word ordeda
sentence initial or final question particles.

* Thesentential negation module handles two general
negation strategies: via verbal inflection or via a
negative adverb. Neither, either or both of these
strategies may be selected.

* In a strongly lexicalist theory like HPSG, wordside
to carry quite a bit of information, which is refted
in the lexicon structure. This information is encoded
in lexical types; lexical entries merely specifyeth
type they instantiate, their orthographic form, and
their semantic predicate. Many of the constraints
required (e.qg., for the linking of syntactic to sertic
arguments) are already provided by the core Matrix.
However, there also is cross-linguistic variatidhe
forms are assumed to be fully inflected (modulo
negation), support morphological processes awaiting
future work. This information and the knowledge



base are used to produce a set of lexical types
inheriting from the types defined in the core Matri
and specifying appropriate  language-specific
constraints, and a set of lexical entries.

In a lexicalist constraint-based framework, thengrears
are expressed as a collection of typed featurectsies
which are arranged into a hierarchy such that mé&ion
shared across multiple lexical entries or consimndypes
is represented only on a single supertype. As altres
cross-linguistic type hierarchy comes with a cdltat of
phenomenon-specific libraries.

2. Typologically motivated modularity

Aiming at typologically motivated modularity [10]
describe a method for extending a language-indegregnd
core grammar with modules handling cross-linguédiyc
variable but still recurring patterns. This methaltbws

for extremely rapid prototyping of HPSG-conform
grammars in such a way that the prototypes themselv
can serve as the basis for sustained developmeimy b
able to scale up to broad-coverage resource grasnmar
The authors envision four potential uses for suemgnar
prototyping: (i) in pedagogical contexts, wherenibuld
allow grammar engineering students to more quiakdyk

on cutting-edge problems; (ii) in language docuratoi,
where a documentary linguist in the field might be
collaborating remotely with a grammar engineer to
propose and test hypotheses; (iii) in leveragirgrésults
from economically powerful languages to reducedbst

of creating resources for minority languages; amyl i
supporting typological or comparative studies pfliistic
phenomena or interactions between phenomena across
languages.

The modular approach of [10] has been designed to
handle two kinds of typological variation. On theeo
hand, there are systems (formal or functional) Wwizist

be represented in every language. For exampleyever
language has some set of permissible word ordensél)

and a means of expressing sentential negation
(functional). On the other hand, there are linguist
phenomena which appear in only some languagesarand
not typically conceptualized as alternative rediaes of
some universal function, phenomena such as noun
incorporation, numeral classifiers, and auxiliagrbs. It

is indeed expected that the constraint definitiwhikch are
supplied to grammar developers can be extended to
capture generalizations holding only for subsets of
languages.

The strategy of [10] is actually consistent withiaddriven
investigation of linguistic universals and consitaion
cross-linguistic variation. Therefore, we refer tois
approach of grammar development (with the help from
Grammar Matrix) as the "bottom-up" approach, beeaus

is driven purely by the specific phenomena in teyet
language. It is certainly efficient: Specifying teboice

file and building a small working grammar can baelo
within an hour (excluding the time spent on deddin
specific choices for the given language). For imsta[18]
reports a relatively short development time reqlite
create a precision, hand-built grammar for the falisin
language Wambaya as a qualitative evaluation of the
Grammar Matrix as a cross-linguistic resourc&he
major drawback of this approach, however, is tfuatthe

set of customized grammars for a group of languaiges
soon becomes difficult (if not impossible) to hanize

the treatment of related phenomena across languages
With grammars being created individually, the tnesnt

of shared phenomena would work to the degree that
satisfies but does not guarantee cross-linguistic
compatibility. As the number and breadth of impleiee
grammars grows, linguistic predictions are expedizd
emerge and become part of improved modules,
particularly with respect to interactions among dlitinct
phenomena covered. Our focus in creating a Slavic
Grammar Matrix is therefore somewhat differentceimve

are dealing with representatives of a languagelyanthis
effectively enables a “top-down” perspective in the
multilingual grammar design.

It is an appealing goal indeed to develop a themlet
account of the way that language variation may be
described in HPSG. Crucial in this respect is #et that
the HPSG framework allows a clean way of encoding a
least some aspects of language variability withi tiype
system. Another more ambitious line of research is
initiated for investigating whether the descriptiai
differences among any set of two or more languages

be reduced to a minimal set of types. Progressim t
research will lead to shared portions of grammaeesthe
similarity of phenomena among the different langsag
will then be reflected in identical HPSG descripso
within the type systems. The goal is a grammar imatr
designed for maximum reusability, lifting out theraents
that can and should be common across HPSG grammars.
Therefore, it is important to determine which asaly or
building blocks of analyses appear to be cross-
linguistically applicable. As the grammar matrix mtobe

a complete grammar fragment by itself, it will bged in
combination with mini-grammars for various language
For a language family, and closely related langsage
general, it is certainly justified to introduce éntediate

% Despite large typological differences between Wayaband
the languages on which the development of the resowas
based, the Grammar Matrix is found to provide aificant
jump-start as the creation of grammar itself isorggd to have
taken less than 5.5 person-weeks of effort.



parameterizations of the cross-linguistic core b t
grammar matrix.

2.1 SlaviGraM: Slavic Grammar Matrix

The common properties of Slavic languages have been
observed both in literature and related researctaddus
intermediate levels of linguistic abstraction. hntediate
levels of typological variation are essential ta project
because we work with a closed set of well-studieel|-
documented and generally resource-rich languages
belonging to the same language family. In this egrttthe
interesting question arises whether minimal diffiees

are also detectable as parameters of systematitivar

Our concept of Slavic core grammar (Figure 1) slilpe

up and crystallize through rigorous testing in pala
grammar engineering for a closed set of richly
documented and well studied genetically related
languages for which a variety of linguistic res@sds
already available. We use Grammar Matrix to quickly
build small grammars for individual languages, izitig
the online Matrix configuration systénto specify choice
files for representatives of each Slavic subgragmely
for Russian (East Slavic), Bulgarian (South Sladod
Polish (West Slavic), as an initial step.

Apart from the shared core in the Grammar Matrix,
however, the customization script treats the irthliai
languages as separate instances, which mean$éhfzict
that we have to do with a group of closely related
languages cannot be taken into account in the naiigi
setting. Therefore, shared analyses from individual
languages are put into the Slavic Core in the farfm
generalized Slavic hierarchy and libraries. Whenv ne
language is added, the Slavic core helps to more
efficiently build the new grammar, and potentially
receives cross-Slavic validation.

" The system consists of the following three parts:

e Customization Page. In order for the system to create a
starter grammar, the required information mustloéed
from the user-linguist. The medium for this eli¢ita
is a web interface.

¢ Choices File. The options selected by the user are saved
in a plain text file, called the choices file. Befaa grammar
is built, the choices file is verified to be intatly
consistent and contain all the information it needs

¢ Customization Script. Matrix grammars are written in a
type description language (TDL). The customizasioript
is a Python script that reads in the choices éited uses
the information it contains to select or constmetevant
sections of TDL code. The output is a collectionfilefs
containing the language-specific TDL code. Thighisn
bundled with the core Matrix files to provide a $infut
functioning grammar fragment.

Our approach to Slavic grammatical resources igumin
the sense that grammar engineering for each indiVvid
language takes place in a common Slavic settings ith
particular means that if for example two possileiitare
conceivable of how to model a particular phenomenon
observed in a certain Slavic language, then wengtyo
prefer the option that would potentially be corsistwith
what is found in the other grammars. As a resu#t th
Matrix-driven starter grammars for Russian and Budy,
the two typological extremes within the Slavic laage
family, eventually incorporate novel theoreticalcid®ns
even for seemingly trivial tasks.

Figure 1: Matrix-driven starter grammars in Slasice
grammar setting

Slavic Core
Grammar

Russian Polish
Grammar Grammar

The Grammar Matrix in combination with the Slavic
Core Grammar allows new grammars to directly leyera
the expertise in grammar engineering gained innsite
work on previous grammars of the same languageyami
Both the general LinGO grammar Matrix and the lavi
Core Grammar are not static objects, but are dedigo
evolve and be refined as more languages are cavehed
advantage of separating the Slavic Core Gramman fro
the general grammar Matrix is that the closed det o
languages under consideration allow our Slavic Gore
evolve more liberally than the grammar Matrix, it
concerns over unstudied languages.

3. Focus on Russian Resource Grammar

As a showcase, let us consider the he Russian HPSG
grammar, which is currently under active constasctin

our group. In fact, the Russian Resource Grammsaraha
central position in the SlaviGraM project and is
anticipated as a major outcome in terms of end ymbd
and a large-scale experimental set up for hypathesi
testing. The interesting aspect of the initial Rass
grammar is that its development is assisted byfeutang

with existing corpora and processing tools for the



language, which saves significant amount of enginge
effort.

3.1 Morphological pre-processing

The morphological information associated with word
forms in the disambiguated part of the Russian dvati
Corpus, i.e. where the full analysis is displayésl,
structured into four fields:

(i) lexeme and its part of speech;

(ii) (word-classifying  invariable features  (for
example, gender for nouns and transitivity for
verbs);

(iii) word-form specific inflectional features (for
example, case for nouns and number for verbs);

(iv) non-standard forms, orthographic variations, etc.

In the rest of the corpus only the lexeme and the
part of speech are displayed.

Morphological analysis is the basic enabling tedbagwy
for many kinds of text processing. Integrating a
morphological analyzer is a crucial prerequisite &bl
grammar development activities involving Slavic
languages. For research purposes, such systerhg anel
large freely available nowadays, and the LKB gramma
engineering environment provides the required fater
for integrating a morphological pre-processor.

For the pre-processing module we have considered tw
morphological analyzers for Russian: Mystem [19H an
Dialing [20]. Both systems of are based on finitates
transducers and have been used in the Russianniatio
Corpus. Unlike Mystem, the system Dialing covershbo
inflectional and derivational morphology and is é&®on

a large dictionary which also contains information
inflections, prefixes and affixes and stress pater

Figure 2: Morphological input via inflectional rsle

npodoeccop{npodeCccopP=S,My>X,0A=1M,eA}
YUTaeT{4MTaTh=V,HECOB=HEMNPOLL,EA N3bIB,3-A}

KHUMY{KHWUIO=S )XEH,HEOA=BMH,E A}

S+um = noun-nom-irule.
S+BMH = noun-acc-irule.
S+ea = noun-sg-irule.

>

V+HenpoLu = verb-nonpast-irule.

Mystem, however, is the morphological componenduse
by the popular Russian search engine Yandex. The
underlying algorithm for analysis and synthesisiexss
quite precise inflectional morphology of a wide itsat
coverage without implying any particular morphokai
model of the dictionary.

The fact that Mystem is available for Polish tooais
additional criterion in favor of adopting it in oproject.
Thus, during the preparatory phase, we have chtieen
system Mystem, and it is already integrated as a
morphological pre-processor in the LKB environmeat,
illustrated in Figure 2.

The Russian National Corpus is without a doubt an
important source of structured grammatical knowéety

be integrated in our Russian grammar. A snapshthef
main search interface to the RNC is given in Fig8re
while Figure 6 illustrates the access to the syitalty
annotated and disambiguated sub-corpus of the RNC.
Furthermore, Figure 4 gives us the inventory of
morphologically relevant “grammatical features”select
from in the main corpus. Note, however, that theirory

of grammatical features accessed from the syntaeticch
page is somewhat different, as shown by Figure 5.

Unlike the morphologically annotated portion of fRREC,

the deeply annotated sub-corpus only contains fully
disambiguated annotations (i.e. both morphologarad
syntactic ambiguity is resolved).

3.2 Syntactic dependencies

In the deeply annotated sub-corpus of the RNC, yever
sentence is marked up with a dependency syntactic
structure — cf. Figure 7, with nodes correspondmghe
words of the sentence, and labeled edges encobing t
syntactic relations.

<2xml version="1.0" encoding="utf-8"¢>
<segment>

<token form="npodbeccop" from="0" to="9">

<analysis stem="npodoeccop">

<rule id="noun-nom-irule" form="npodpeccop"/>

<rule id="noun-sg-irule" form="npodpbeccop"/>

</analysis>

</token>

<token form="4uraet" from="10" to="16">

<analysis stem="4utaTe">

<rule id="verb-nonpast-irule" form="ymutaer"/>

<rule id="verb-indic-irule" form="4yutaer"/>

<rule id="verb-3p-irule" form="yuraer"/>

</analysis>

</token>

<token form="kHury" from="17" to="22">




Figure 3: RNC search

Search by exact form ° » ==

Word or phrase

E Main corpus |_ Syntactic corpus |_ Spoken corpus

customize subcorpus pycckas Bepcus

\
search | clear

Lexico-grammatical search

word 7 |45 E Gramm. features

? select

Semantic features 7 select

\ ‘

Addit. features 7 select ‘

Distance: from to ?

Word 7 * Gramm. features 7 select

M sem ¥ sem2 [ semf [ semf2

Semantic features ? select

|

Addit. features 7 select ‘

[mmarch| _cloar]

Russian National Corpus
© 2003-2008

¥ sem ¥ sem2 [ semf [ semf2

Search provided by Andex.Server

Figure 4: Morphological information in RNC

Part of speech Case Mood / Verb form | Degree / Adj. form
™ noun [” nominative | [~ indicative [T comparative

[ adjective [” vocative* [” imperative [ comparative 2*
" numeral [" genitive [C imperative 2 I™ superlative

[” numeral adjective | [~ genitive 2 ™ infinitive ™ full form

[~ verb [" dative [™ participle [" short form

[C adverb [™ accusative [" gerund

[ predicative [" accusative 2%

[ parenthesis [ instrumental = Tense

[” pronoun [ locative [ present
[ adjective pronoun | [~ locative 2 [ future
™ predicative pronoun | [~ adnumerative [~ past

Transitivity
[ transitive*
[™ intransitive*

™ adverbial pronoun

I™ preposition Number Person

" conjunction I singular [ first [” dictionary form

[~ particle [” plural " second I numeral recording

™ third I” anomalous form*
| [T distorted form*

Other features

[ interjection

Antroponymic Gender Voice I™ non-dictionary form**
[” family name I masculine ™ active [ initials*
[ first name [ feminine " passive [~ abbreviation*

[ patronymic ™ neuter " middle [ indeclinable*
" common*
Animacy Aspect
[” animate [ perfective

[” inanimate " imperfective

OK | Clear Cancel|

* - only in the corpus with resolved homonymy
** - only in the corpus with unresolved homonymy

Figure 5: Grammatical features used in the syrdactb-corpus

Part of speech Case Aspect
[ nominal [ nominative [T perfective
™ adjective [ genitive [T imperfective
™ numeral [T partitive
[~ verb [T dative
[ adverb [ accusative )
- 5 Tense
[” preposition [ instrumental
3 5 =¥ ™ present
[ conjunction ™ prepositive r §
A . non-past
[ particle ™ locative ™ vas
S . past
[T interjection ™ vocative
[~ compound word
™ word-sentence
[ foreign word,
& Grade Person

non-lexical formula . 9
[ comparative | [ first

[ comparative 2 | [T second
™ superlative [T third

Animacy Form
™ animate ™ short form
[” inanimate

Gender Representation | Voice
[ masculine [ finite verb [T passive
[” feminine [ infinitive
[ neuter [ participle
[T gerund
Number Mood Other
™ singular [ indicative ™ part of a compound word
™ plural [ imperative




Figure 6: RNC access to the syntactic sub-corpus

Search by exact form

Werd or phrase

| Main corpus

5] syntacticcorpus | Spoken corpus

pycckasa sepcua

search | clear

Lexico-grammatical search

Word

Gramm. features 7 select

Distance from parent: from to \:’ ?

v Syntactic relationship ‘

|7 select

Word

Gramm. features

? select

search clearl

Russian National Corpus
© 2003-2008

Search provided by Andex.Server

The syntactic formalism originates in the Meanirexl
Theory [21], but the inventory of syntactic relat$ohas
been extended for the purposes of corpus annotation
incorporating a number of specific linguistic dénis
[22, 23].

Figure 7: A sample structure

OH. i OH [5 EL MY} UM 0[]
00120, ... f NONro [ADV]
Heaa.......... MWOATE [V HECOB W3BAB MPOLL EA MYM]

=
Hd.ooooiion
FOK3AAE ... ...

OHA [ Ef} HEH POJ 0A]
HA [PR]

BOK3AN [5S E[l MY} TP HEOL]

We, therefore, observe the following straightforsvar
convention when the components of a RNC dependency
relation (cf. the inventory in

Figure 8) are to be mapped on HPSG categories: in a
given syntactic dependency relation, the “goverXér
corresponds in HPSG to the lexical head of the head
daughter, while the “dependent Y” corresponds te th
lexical head of the non-head daughter.

As actantial surface syntactic relations connguteaicate
word [X] with its syntactic argument [Y], they waliby
and large map to headed phrases saturating valence

requirements. For instance, the first syntacticuargnt
[Y] stands in a predicative, dative-subjective, rage or
quasi-agentive relation to its head [X]. In HPS@ist
corresponds to the first position on the head’'s ARG
(argument structure) list, e.g. to the “a-subje€hly in
the prototypical predicative relation, howeversthiso is
the single element on the SUBJ (subject) valerste A
non-first syntactic argument [Y] stands in a cortipe
relation to its head [X]. As a rule, the direct ettj of a
transitive verb stands in the first-completive tiela to its
head while non-transitive single-argument verbse lik
“sleep”, for instance, take no completive relations
whatsoever. Eventually, there could be several ¢etmp
relations, depending on the actual valence reqengsnof
the head. In HPSG this corresponds to the secbird, t
etc. positions on the head’s ARG-ST (argument gireg
list. A second large group of surface syntacti@atiehs
contains attributive dependencies. These relatonsect
a word [X] with its dependent word [Y] which funatis
as a modifier, i.e. is not subcategorized, andrxlarge
would map in an HPSG setup to head—adjunct phrases

As for coordinative constructions, these are corezkiin
dependency syntax as directed asymmetric relatindsn
this respect do not stand out from the rest. IIH®SG
setup, however, this group of relations would cgpoand
to various types of (non-headed) coordinate phraces



so-called syncategorematic dependencies connect two
tightly bound elements [X] and [Y] that are often
conceived as intrinsic parts of a larger unit, eof.a
compound. In an HPSG setup, this group of relations
would only partly correspond to headed phrases with
functional categories, e.g. auxiliary verbs.

In this valuable resource, even more structured
grammatical knowledge is accessible, e.g. with nebga
multi-word expressions (MWE), syntactic ellipsisdan
gapping. The RNC website contains structured lidts
orthographically multi-componential lexical unitsreched
with frequency information from the disambiguataed-s
corpus. Based on the collocation analysis and
lexicographic resources, two general MWE types are
distinguished.

Inasmuch as the components of a MWE can be neither
changed nor separated, it is considered equivaterat
single word and represented as a separate nodeein t
syntactic structure. To this first type belong f&ixe

Figure 8: Syntactic relations in RNC

expressions functioning as: (i) prepositions, em.
otHorrennto (in relation to); (ii) conjunctions, e.gons
ckopo (as soon); (iii) particles, e.gasse uro (unless),
410 HE ecTh (N0 mMatter) e to utodsr (NOt that),ner-Het
nma u (once in while); (iv) adverbs, e.goka uro (as yet),
kak Obl To HM Oputo (@anyway), uyte au He (almost),
ckperst  cepaue (reluctantly), u3 pyk BoH mmIOXO
(thoroughly bad)¢ramo 6site (thus),to u geno (time and
again), B oouumky (embracing each other)crnokon
BekoB (since the beginning of time).

On the other hand, there are syntactically trarspar
expressions whose components show certain degree of
inflectional variation or allow other words to imtene in
between. For such a MWE no standard syntactic tsireic

is built, but (some of) its components are combiimedn
auxiliary dependency relation. It is assumed tal l{lom

X to Y) in the following examplescam[Y] ce6s[X]
(oneself); u30[X] mus B[Y] mensr (from day to day);

Actantial relationships Attributive Coordinative
[ predicative determinative [ coordinative

" (proper) determinative [” sentential coordinative
[T dative subjective ™ descriptive determinative [ conjunctional coordinative
[T agentive [ approximative ordinal [T communicative coordinative
[T quasi-agentive " relative [T multiple
[” non-intrinsic agentive

General attributive
[T Icompletive ™ (proper) attributive
[T II completive [~ compound
[T I completive
[T 1V completive appositive
[T V completive " (proper) appositive

[ dangling appositive
[T copula [T nominative appositive

[T numerative appositive
[~ Inon-intrinsic completive
[ II non-intrinsic completive quantitative Syncategorematic
[~ I non-intrinsic completive " (proper) quantitative

[T approximative quantitative . analytical )
[ non-actantial completive ™ approximative co-predicative = | passive analytical
[~ completive appositive ™ approximative delimitative I auxiliary

O distributive [ quantitative auxilary
[~ prepositional [~ additive ™ correlative
[~ subordinating conjunctional [T expletive
[T comparative circumstantial
[T comparative conjunctional [T (proper) circumstantial I~ proleptic
[T elective [~ durative I elliptic

[ multiple durative

[T distantional

[T circumstantial tautological

™ subjective circumstantial

" objective circumstantial

" subjective co-predicative

" objective co-predicative

[T delimitative

[ parenthetic

[ complement clause

™ expository

[T adjunctive

" precising




tak[Y] HaseBaemeiii[X] (SO called);sce[Y] pasuo[X] (all

the same);suars[Y] ne 3Haro[X] (me having no idea
whatsoever); aypak[Y]-to om mypak[X] (him being
admittedly a fool).

In elliptical constructions the missing words are
reconstructed in the syntactic annotation as “piraht
units which participate in the respective syntactic
dependencies without introducing any changes in the
original text. Similar approach is adopted in cade
gapping, i.e. in constructions with missing verb of
“vague” semantic content. An additional empty nasle
included the dependency structure, with its lemetate
“non-specific verb” assigning it the most plausible
characteristics and, based on them, an indicatiom o
lexeme that would represents a “natural hypothefis”
the missing verb.

Having adopted linguistically informed strategies the
modular grammar design, we deliberately concentrate
making the most of the freely available structured
grammatical knowledge in the Russian National Csrpu
Interfacing with existing corpora and processingldas
therefore fundamental to the Russian Resource Geatmm
development.

4. Proof-of-concept Implementation

To wrap up, here are some basic figures on thesxtrr
state of the Russian grammar: ~1000 lines of code
(excluding Matrix files and lexicon); ~350 newly
introduced types (excluding Matrix types). The istesl
grammar engineering effort can be estimated as
approximately 100 person hours of collaborative
grammar development, plus some help from student
assistants. Already at this initial stage, the Raumss
grammar covers the basic word order and agreement
phenomena, as well as linking of syntactic to sdiman
arguments, case assignment by verbs to dependeanuks,
drop’ and argument optionality (2, 3, 9), passig§ ¢nd
various impersonal constructions (8, 11, 13, 14)prg
other mosphosyntactic phenomena.

(1) podeccop untaer KHUTY
professor[nom.mask.sg] read[pres.act.3sg]
book[acc.fem.sg]

"The professor reads the book.'

(2) podeccop uuraer
professor[nom.mask.sg] read[pres.act.3sg]
"The professor reads.’

(3) Yuraer xkuury
read[pres.act.3sg] book[acc.fem.sg]
'(pro-drop) reads the book.'

(4) Crynenr pemraet 3agadqy
student[nom.mask.sg] solve[pres.act.3sg]

task[acc.fem.sq]
‘The student solves the task.'

(5) 3anaua pemena
task[nom.fem.sg] solve[pcp.pass.sg.fem]
‘The task is solved.'

(6) Ipodeccop man 3agady cTyneHTaM
professor[nom.mask.sg] give[past.sg.masc]
task[acc.fem.sg] student[dat.pl]

"The professor gave the task to the students.’

(7) Bompoc Tpebyet 0c060ro BHIMaHUS
guestion[nom.masc.sg] require[pres.3sg]
special[gen.neut.sg] attention[gen.neut.sg]
"The question requires special attention.'

(8) BeicTpo cBeTaer.
quickly dawn[pres.3sg]
'It's dawning quickly.'

(9) IMumrem HOBYIO CTATHIO
write[pres.1pl] new[acc.fem.sq] article[acc.fem.sg]
'‘We write a new article.'

(10) ITpe3nzeHT CKOPO JIULINTCS JOBEPHUs
presientfnom.masc.sg] soon be-deprived[non-pagt.3sg
trust[gen.neut.sg]

"The president will soon lose credibility.'

(11) Ierpa TommHUT
Peter[acc.mask.sg] feel-sick[pres.3sg]
'‘Peter feels sick.'

(12) Crapsrit npodeccop ropaAUTCst CTyACHTaMH.
old[nom.mask.sg] professor[nom.mask.sg] be-
proud[pres.3sg] student[ins.pl]

"The old professor is proud of the students.’

(13) Beictpo TemHeno.
quickly get-dark[past.sg.neut]
'It was getting dark quickly.'

(14) Oy He310pOBUTCS.
father[dat.masc,sg] feel-unwell[pres.3sg]
'Father does not feel well.

The linguistic analyses encoded in the grammarestov
map the surface strings to semantic representations
Minimal Recursion Semantics (MRS) format [15]. For
instance, the MRS in Figure 9 is assigned to tteemgte

in (6). It includes the basic propositional struetua
situation of ‘giving’ in which the first argumertdy agent,

is ‘professor’, the second (recipient) is ‘studemnd the
third (patient), is ‘task’. The relations are givEnglish
predicate names for the convenience of the grammar
developer.A simple tree display ifrigure 10 offers an
abbreviated view over the HPSG derivation whileirgd
the detailed typed feature structures beneath dwaay
the user.



Figure 9: MRS representation.
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In the elaboration of the individual grammars and

especi

to be reflected in the respective modules we shall

utlook

ally for discovering structured linguisticokviedge

systematically exploit the open access to richdistically

interpr
All ind

eted corpora available for Slavic languages.
ividual grammars will be designed to suppte

innovative implementation of a Slavic core moduiatt

consol

resource based on concepts of shared and non-shared

morph
An im

grammars is to eventually couple them with treebank

idates strategies for constructing a crogg4lstic

osyntactic phenomena.
portant desideratum for the individual resaurc

which either pre-exist or will be constructed irmgdkel.
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