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Abstract. We think that modern speech dialogue systems need a prior
usability analysis to identify the requirements for industrial applications.
In addition, work from the area of the Semantic Web should be in-
tegrated. These requirements can then be met by multimodal seman-
tic processing, semantic navigation, interactive semantic mediation, user
adaptation/personalisation, interactive service composition, and seman-
tic output representation which we will explain in this paper. We will also
describe the discourse and dialogue infrastructure these components de-
velop and provide two examples of disseminated industrial prototypes.

1 Introduction

Dialogue system construction is a difficult task since many individual natural
language processing components have to be combined into a complex AI system.
Theoretical aspects and perspectives on communicative intention have to meet
the practical demands of a user machine interface—the speech based communi-
cation must be natural for humans, otherwise they will never accept dialogue as
a proper means of communication with machines. Over the last several years, the
market for speech technology has seen significant developments [14] and pow-
erful commercial off-the-shelf solutions for speech recognition (ASR) or speech
synthesis (TTS). Even entire voice user interface platforms (VUI) have become
available. However, these discourse and dialogue infrastructures have only mod-
erate success so far in the entertainment or industrial sector. This is the case
because a dialogue system as complex AI system cannot easily be constructed.
Additionally, the dialogue engineering requires many customisation works for
specific applications.

We implemented a new discourse and dialogue infrastructure for semantic
access to structured and unstructured information repositories for industrial
applications. In this paper, we basically provide two new contributions. First,
we provide architectural recommendations of how new dialogue infrastructures
may look like. Second, we discuss which components are needed to convey the
requirements of dialogical interaction in multiple use case scenarios and with
multiple interaction devices. To meet these objectives, we implemented a dis-
tributed, ontology-based, dialogue system architecture where every major com-
ponent can be run on a different host, increasing the scalability of the overall
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system. Thereby, the dialogue system acts as the middleware between the clients
and the backend services that hide complexity from the user by presenting aggre-
gated ontological data. We also implemented the attached dialogue components
within the architecture. This paper is structured as follows. First we will discuss
related work and the basic dialogue architecture. This will be followed by the
discussion of individual dialogue tasks and components. Finally, we will discuss
two industrial dissemination prototypes and provide a conclusion.

Related Work The dialogue engineering task is to provide dialogue-based
access to the domain of interest, e.g., for answering domain-specific questions
about an industrial process in order to complete a business process. Prominent
examples of integration platforms include OOA [11], TRIPS [1], and Galaxy
Communicator [19]; these infrastructures mainly address the interconnection of
heterogeneous software components. The W3C consortium also proposes inter-
module communication standards like the Voice Extensible Markup Language
VoiceXML1 or the Extensible MultiModal Annotation markup language EMMA2,
with products from industry supporting these standards3. In addition, many
systems are available that translate natural language input into structured on-
tological representations (e.g., AquaLog [10]), port the language to specific do-
mains, e.g., ORAKEL [3], or use reformulated semantic structures NLION [16].
AquaLog, e.g., presents a solution for a rapid customisation of the system for a
particular ontology; with ORAKEL a system engineer can adapt the natural lan-
guage understanding (NLU) component [4] in several cycles thereby customising
the interface to a certain knowledge domain. The system NLION uses shallow
natural language processing techniques (i.e., spell checking, stemming, and com-
pound detection) to instantiate an ontology object. The systems which integrate
sub-tasks software modules from academia or industry can be used off the shelf.
However, if one looks closer at actual industrial projects’ requirements, this
idealistic vision begins to blur mainly because of software infrastructure or us-
ability issues. These issues are explained in the context of our basic architecture
approach for industrial dissemination.

Basic Architecture We learned some lessons which we use as guidelines in
the development of basic architectures and software infrastructures for multi-
modal dialogue systems. In earlier projects [27, 17] we integrated different sub-
components into multimodal interaction systems. Thereby, hub-and-spoke dia-
logue frameworks played a major role [18]. We also learned some lessons which
we use as guidelines in the development of semantic dialogue systems [12, 23];
over the last years, we have adhered strictly to the developed rule “No presenta-
tion without representation.” The idea is to implement a generic, and semantic,
dialogue shell that can be configured for and applied to domain-specific dia-

1 http://www.w3.org/TR/voicexml20/
2 http://www.w3.org/TR/emma/
3 http://www.voicexml.org
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logue applications. All messages transferred between internal and external com-
ponents are based on RDF data structures which are modelled in a discourse
ontology (also cf. [6, 8, 21]). Our systems for industrial dissemination have four
main properties: (1) multimodality of user interaction, (2) ontological repre-
sentation of interaction structures and queries, (3) semantic representation of
the interface, and (4) encapsulation of the dialogue proper from the rest of the
application.4 These architectural decisions are based partly on usability issues
that arise when dealing with end-to-end dialogue-based interaction systems for
industrial dissemination (they correspond to the use case requirements). Intelli-
gent AI systems that involve intelligent algorithms for dialogue processing and
interaction management must be judged for their suitability in industrial en-
vironments. Our major concern which we observed in the development process
for industrial applications over the last years is that the incorporation of AI
technologies such as complex natural language understanding components (e.g.,
HPSG based speech understanding) and open-domain question answering func-
tionality can unintentionally diminish a dialogue system’s usability. This is be-
cause negative side-effects such as diminished predictability of what the system
is doing at the moment and lost controllability of the internal dialogue processes
(e.g., a question answering process) occur more often when AI components are
involved. This tendency delivers new requirements for usability to account for
the special demands introduced by the use of AI. For the identification of these
usability issues, we adopted the binocular view of interactive intelligent systems
(discussed in detail in [9]).

The main architectural challenges we encountered in implementing a new
dialogue application for a new domain can be summarised as follows: first, pro-
viding a common basis for task-specific processing; second, accessing the entire
application backend via a layered approach. In our experience, these challenges
can best be solved by implementing the core of a dialogue runtime environ-
ment, an ontology dialogue platform (ODP) framework and its platform API
(the DFKI spin-off company SemVox, see www.semvox.de, offers a commercial
version), as well as providing configurable adaptor components. These translate
between conventional answer data structures and ontology-based representations
(in the case of, e.g., a SPARQL backend repository) or Web Services (WS)—
ranging from simple HTTP-based REST services to Semantic Web Services,
driven by declarative specifications [24]. Our ODP workbench (figure 1) builds
upon the industry standard Eclipse and also integrates other established open
source software development tools to support dialogue application development,
automated testing, and interactive debugging. A distinguishing feature of the
toolbox is the built-in support for eTFS (extended Typed Feature Structures),
the optimised ODP-internal data representation for knowledge structures. This
enables ontology-aware tools for the knowledge engineer and application devel-
oper. A detailed description of the rapid dialogue engineering process, which is
possible thanks to the Eclipse plugins and templates, can be found in [25].

4 A comprehensive overview of ontology-based dialogue processing and the systematic
realisation of these properties can be found in [21], pp.71-131.
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Fig. 1. Overall design of the discourse and dialogue infrastructure: ontology-based
dialogue processing framework and workbench

2 Dialogue Tasks and Components

In addition to automatic speech recognition (ASR), dialogue tasks include the in-
terpretation of the speech signal and other input modalities, the context-based
generation of multimedia presentations, and the modelling of discourse struc-
tures. These topic areas are all part of the general research and development
agenda within the area of discourse and dialogue with an emphasis on dialogue
systems. According to the utility issues and industrial user requirements we iden-
tified (system robustness/usability and processing transparency play the major
roles), we distinguished five dialogue tasks for these topics and built five dia-
logue components, respectively. These components which allow for a semantic
and pragmatic/application-based modelling of discourse and dialogue are pre-
sented in more detail in the rest of this section.

Multimodal Semantic Processing and Navigation This task provides the
rule-based fusion of different input modalities such as text, speech, and point-
ing gestures. We use a production-rules-based fusion and discourse engine which
follows the implementation in [13]. Within the dialogue infrastructure, this com-
ponent plays the major role since it provides basic and configurable dialogue
processing capabilities that can be adapted to specific industrial application
scenarios. More processing robustness is achieved through the application of a
special robust parsing feature in the context of RDF graphs as a result of the in-
put parsing process. When the user only utters catchwords instead of complete
utterances, the semantic relationship between the catchwords can be guessed
(following [26]) according to the ontological domain model of the industrial ap-
plication domain. The Tool Suite builds upon the industry standard Eclipse
and also integrates other established open source software development tools to
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support dialogue application development, automated testing, and interactive
debugging.

The semantic navigation and interaction task/module builds the connection
to backend services (the tasks Interactive Semantic Mediation and Web Service
Composition) and the presentation module (the task Semantic Output represen-
tation) and allows for a graph-like presentation of incremental results (also cf.
[2]). The spoken dialogue input is used to generate SPARQL queries on ontol-
ogy instances (using a Sesame repository, see www.openrdf.org). Users are then
presented a perspective on the result RDF graph with navigation possibilities.

Interactive Semantic Mediation Interactive semantic mediation has two as-
pects: (1) the mediation with the processing backend, the so-called dynamic
knowledge base layer (i.e., the heterogeneous data repositories), and (2) the
mediation with the user (advanced user interface functionality for the adapta-
tion to new industrial use case scenarios). We developed a semantic mediation
component to mediate between the query interpretation created in the dialogue
shell and the semantic background services prevalent in the industry application
context. The mediator can be used to, e.g., collect answers from external infor-
mation sources. Since we deal with ontology-based information in heterogeneous
terminology, ontology matching has become one of the major requirements. The
ontology matching task can be addressed by several string-based or structure-
based techniques (cf. [5], p.341, for example). As a new contribution in the
context of large-scale speech-based AI systems, we think of ontology matching
as a dialogue-based interactive mediation process (cognitive support frameworks
for ontology mapping involve users). The overall approach is depicted in figure
2. A dialogue-based approach can make more use of partial, unsure mappings.
Furthermore, it increases the usability in dialogue scenarios where the primary
task is different from the matching task itself (cf. industrial usability require-
ments). So as not to annoy the user, he/she is presented only the difficult cases
for disambiguation feedback; thus we use the dialogue shell to basically confirm
or reject pre-considered alignments [20].

User Adaptation and Personalisation Industrial usability requirements
clearly advocate new AI systems to work with user models and personalised
information. An additional, related concern is given by the industrial require-
ment to provide user privacy protection and implement data security guidelines.
This makes a user adaptation and personalisation task an indispensable asset
for many advanced AI systems. Our discourse and dialogue infrastructure should
benefit from user preferences, communities, their ontological modelling, the pri-
vacy issues of anonymity, data security, as well as data control by the user (also
cf. processing transparency and transaction security for processes that involve
sensitive data like medical patient records). Figure 3 illustrates the close inter-
relationships between the adaptation and personalisation blocks. In the context
of new dialogue system infrastructures, persistent and personalised annotation
of personal data (e.g., personal image annotations) should be provided. Further
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Fig. 2. Interactive semantic mediation for industry adaptation

topics of interest include interaction histories with dialogue session, task, and
personalised interaction hierarchies. For example, our use case implementation
tries to guess a predefined user group according to the interaction history.

Fig. 3. Industry-relevant forms of user adaptation and personalisation

Interactive Service Composition The service composer module takes in-
put from the multimodal semantic base module. A mapping of the structured
representation of the query to a formal query is done first. The formal represen-
tation does not use concepts of verbs, nouns, etc. anymore, but rather uses the
custom knowledge representation in RDF. If only one query answering backend
exists, the knowledge representation of this backend can be used. Otherwise, an
interim RDF-based representation is generated. The formal query is analysed
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and mapped to one or more services that can answer (parts of) the query. This
step typically involves several substeps including decompositing the query into
smaller parts, finding suitable services (service discovery), mapping the query
to other representations, planning a series of service executions, and initiating
possibly clarification requests or disambiguation requests. The different work-
flows form different routes in a pre-specified execution plan which includes the
possibility to request clarification information from the user if needed (hence in-
teractive service composition). Figure 4 outlines the hard-wired execution plan
to dynamically address and compose SOAP/WSDL-based and REST-based ser-
vices.

Fig. 4. Execution plan for (interactive) service composition

Semantic Output Representation We implemented a semantic output rep-
resentation module which realises an abstract container concept called Semantic
Interface Elements (SIEs) for the representation and activation of multimedia
elements visible on, e.g., a touchscreen user interface [22]. The semantic output
representation architecture comprises of several GUI-related submodules (such
as the Semantic Interface Elements Manager or the Event Manager), dialogue-
engine-related modules (such as the Interaction Manager or natural language
Parser), and the Presentation Manager sub-module (i.e., the GUI Model Man-
ager). The most important part of the architecture is the Display Manager which
observes the behaviour of the currently displayed SIE. The display manager dis-
patches XML based messages to the dialogue system with the help of a message
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Decoder/Encoder. This display manager has to be customised for every new
application, whereas all other modules are generic. The Multimodal Dialogue
Engine then processes the requests in the Interaction and Interpretation Man-
ager modules. A new system action or reaction is then initiated and sent to
the Presentation Manager. The GUI Model Manager builds up a presentation
message in eTFS notation (internal typed feature structure format) before the
complete message is sent to the Display Manager as a PreML message.

3 Industrial Dissemination

In the following discussion of industrial dissemination, the first example shows
a medical prototype application for a radiologist while the second shows a
business-to-business mobile application. Both dialogue systems build upon the
multimodal speech-based discourse and dialogue infrastructure described in this
paper. The prototypes put emphasis on various and combined input forms on
different interaction devices, i.e., multitouch screens and iPhones.

Radiology Dialogue System In the MEDICO use case, we work on the di-
rect industrial dissemination of a medical dialogue system prototype. Clinical
care and research increasingly rely on digitised patient information. There is a
growing need to store and organise all patient data, including health records,
laboratory reports, and medical images. Effective retrieval of images builds on
the semantic annotation of image contents. At the same time it is crucial that
clinicians have access to a coherent view of these data within their particular
diagnosis or treatment context. This means that with traditional user interfaces,
users may browse or explore visualised patient data, but little or no help is given
when it comes to the interpretation of what is being displayed. Semantic anno-
tations should provide the necessary image information and a semantic dialogue
shell should be used to ask questions about the image annotations and refine
them while engaging the clinician in a natural speech dialogue at the same time.

The process of reading the images is highly efficient. Recently, structured
reporting was introduced that allows radiologists to use predefined standard-
ised forms for a limited but growing number of specific examinations. However,
radiologists feel restricted by these standardised forms and fear a decrease in
focus and eye dwell time on the images [7, 28]. As a result, the acceptance for
structured reporting is still low among radiologists while referring physicians and
hospital administrative staff are generally supportive of structured standardised
reporting since it eases the communication with the radiologists and can be
used more easily for further processing. We strive to overcome the limitations of
structured reporting by allowing content-based information to be automatically
extracted from medical images and (in combination with dialogue-based report-
ing) eliminating radiologist’s requirements to fill out forms by enabling them to
focus on the image while either dictating the image annotations of the reports
to the dialogue system or refining existing annotations.
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The domain-specific dialogue application [24], which uses a touchscreen (fig-
ure 5, left) to display the medical SIE windows, is able to process the following
medical user-system dialogue:

1 U: “Show me the CTs, last examination, patient XY.”
2 S: Shows corresponding patient CT studies as DICOM picture series and MR videos.
3 U: “Show me the internal organs: lungs, liver, then spleen and colon.”
4 S: Shows corresponding patient image data according to referral record.
5 U: “This lymph node here (+ pointing gesture) is enlarged; so lymphoblastic. Are there any

comparative cases in the hospital?”
6 S: “The search obtained this list of patients with similar lesions.”
7 U: “Ah okay.”

Our system switches to the comparative records to help the radiologist in the differential diag-
nosis of the suspicious case, before the next organ (liver) is examined.
8 U: “Find similar liver lesions with the characteristics: hyper-intense and/or coarse texture ...”
9 S: Our system again displays the search results ranked by the similarity and matching of the

medical ontology terms that constrain the semantic search.

Show me the internal
organs: lungs, liver, then
spleen and colon.

Fig. 5. Left: Multimodal touchscreen interface (reprinted from [24]). The clinician can
touch the items and ask questions about them. Right: Mobile speech client for the
business expert.

Currently, the prototype application is being tested in a clinical environment
(University Hospitals Erlangen). Furthermore, the question of how to integrate
this information and image knowledge with other types of data, such as patient
data, is paramount. In a further step, individual, speech-based findings should
be organised according to a specific body region and respective textual patient
data.

Mobile Business-to-Business Dialogue System In the TEXO use case,
we try to assist an employee and his superior in a production pipeline [15].
Our mobile business scenario is as follows: searching on a service platform, an
employee of a company has found a suitable service which he needs for only
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a short period of time for his current work. Since he is not allowed to carry
out the purchase, he formally requests the service by writing a ticket in the
company-internal Enterprise Resource Planning (ERP) system. In the defined
business process, only his superior can approve the request and buy the service.
But first, the person in charge has to check for alternative services on the service
platform which might be more suitable for the company in terms of quality
or cost standards. The person in charge is currently away on business but he
carries his mobile device with him that allows him to carry out the transaction
on the go. The interaction is speech-based and employs a distributed version and
instance of the dialogue system infrastructure. The mobile client (figure 5, left
part of right half) streams the speech and click input to the dialogue server where
the input fusion and reaction tasks are performed. The user can ask for specific
services by saying, “Show me alternative services” or naming different service
classes. After the ranked list of services is presented, multiple filter criteria can
be specified at once (e.g., “Sort the results according to price and rating.”). As a
result, the services are displayed in a 2D grid which eases the selection according
to multiple sorting criteria (figure 5, right).

We tested the mobile system in 12 business-related subtasks before the in-
dustrial dissemination. Eleven participants were recruited from a set of 50 people
who responded to our request (only that fraction was found suitable). The se-
lected people were all students (most of them in business or economics studies).
From our analysis of the questionnaires we conclude that our mobile B2B sys-
tem can be valuable for business users. Almost all users successfully completed
the subtasks (89% of a total of 132 subtasks). In addition, many of them also
provided the following positive feedback: they felt confident about the ticket
purchase being successful. Then we introduced the prototype to the industrial
partner. According to first user tests with the industrial partner SAP, the mo-
bile speech client enhances the perceived usability of mobile business services
and has a positive impact on mobile work productivity. More precisely, our mo-
bile business application reflects the business task but simplifies the selection of
services and the commitment of a transaction (internal purchase); it addition-
ally minimises text entry (a limitation on mobile devices) and displays relevant
information in such a way that a user is able to grasp it at first glance (3D
visualisation).

4 Conclusion

Based on an integration platform for off-the-shelf dialogue solutions and internal
dialogue modules, we described the parts of a new discourse and dialogue infras-
tructure. The ontology-based dialogue platform provides a technical solution for
the dissemination challenge into industrial environments. The requirements for
an industrial dissemination are met by implementing generic components for the
most important tasks that we identified: multimodal semantic processing, seman-
tic navigation, interactive semantic mediation, user adaptation/personalisation,
interactive service composition, and semantic output representation.
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Semantic (ontology-based) interpretations of dialogue utterances may be-
come the key advancement in semantic search and dialogue-based interaction
for industrial applications, thereby mediating and addressing dynamic, business-
relevant information sources.
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