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Abstract

In large-scale digitization processes, several com-
mon tasks are performed to provide an electronic ver-
sion of a paper document. One of the first steps is the
thresholding of the image, which is necessary for the
following procedures to work correctly. Many (binariza-
tion) methods have been proposed to solve this problem,
but they need to be tuned on the target document cor-
pus to obtain best results. In this paper, we introduce
a full automatic thresholding method for printed doc-
ument analysis. The purpose is to automatically ob-
tain the most suitable parameters of a binarizer for a
giwven document image according to the quality of the
output of an OCR system. Tuning can be done either
on a full page or on sample text-lines extracted from a
page image. As opposed to existing methods, the tun-
ing 1s directly goal-directed and does neither depend on
subjective visual evaluation nor on non-representative
performance criteria. We demonstrate the effective-
ness of the approach on a subset of 740 pages from
the Google 1000 Books dataset. Results show, that by
choosing the right binarizer parameters with the Recog-
nition Driven Thresholding (RDT) method the words-
in-dictionary error rate of an OCR system can be re-
duced by 6%.

1 Introduction

The goal of document binarization is to convert a
given greyscale or colour document image into a bi-level
representation. The underlying objective is to separate
objects, like characters, from the background with the
assumption that grey levels of pixels belonging to the
two classes are substantially different.

The quality of the binarization is crucial for docu-
ment recognition because most of the algorithms used
during analysis (page orientation, layout analysis, char-
acter recognition, etc.) assume a black and white image
and rely on the output of the binarizer.

Many approaches for binarizing greyscale or colour
documents have been proposed in literature [8]. They
can be broadly divided into global and local methods.
Global binarization methods try to find a single thresh-
old value for binarizing the whole page. Each pixel in
the document image is assigned to page foreground or
background based on its grey value. Global methods
are computationally inexpensive and they give good
results for office scanned documents. However, if the
illumination over the document is not uniform, i.e. in
the case of camera-captured documents, they fail to
correctly binarize the document. Local methods try to
overcome this problem by computing thresholds indi-
vidually for each pixel using information from the local
neighbourhood of the pixel. They are able to achieve
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good results even on severely degraded documents, but
they are often slow since the computation of image fea-
tures from the local neighbourhood is to be done for
each image pixel. Without describing in detail all the
key points and drawbacks of each of them, several com-
parisons survey like [8, 2] suggest that Sauvola’s bina-
rization method [7] outperforms the other local thresh-
olding techniques; whereas Otsu’s method [6] works
best among the global techniques.

Every binarizer depends on parameters which are
influencing its performance greatly. They must be set
in context of document type and target application
like OCR. Correct values are not straightforward to
set, especially for most of the local techniques. Usu-
ally, subjective evaluations employ human who tunes
the parameters according to his perceptual impression.
Manual procedures are not suitable for achieving high
performance on a large range of heterogeneous docu-
ments at low cost. Some techniques have been em-
ployed [13, 2] to obtain these right parameters by op-
timizing a criterion, an edge detection evaluation, that
should quantify how good the binarization was. There
are at least two main drawbacks in such a technique.
First, the criterion to optimize does not necessary im-
ply that these settings will be the best for the recog-
nizer; all the proposed methods are not goal-directed.
Secondly, the most advanced ones need also initial set-
tings or assumptions to work. On top of that, the over-
head of extra computations is sometimes not justified
compared to the gain of performance.

In this paper, we introduce a fully automatic method
for finding the best parameters of a binarization tech-
nique to optimize the performance of an OCR system.
Even if the experimental part is focused on Sauvola’s
technique, the proposed framework is still fully valid
for any kind of binarization method. The next section
describes in detail the steps of the recognition driven
thresholding (RDT) method. Then, experimentations
will show how it performs on a public dataset of an-
cient documents. Finally, conclusions and perspectives
will be discussed.

2 Recognition Driven Thresholding
2.1 Overview of the method

Recognition Driven Thresholding (RDT) is a bina-
rization technique that applies OCR directly to the
problem of determining good binarization parameters.
It means that the OCR is directly used to evaluate
the quality and tune the binarization technique. The
scheme is to extract some representative lines of the
document, then apply different binarization algorithms
(and/or different setting for one algorithm), recognize
the lines with the targeted OCR, evaluate which bina-
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Figure 1: Recognition Driven Thresholding overview
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rizer has given the best results and then apply it on
the full document (Fig.1).

2.2 Sauvola’s binarization

We make use of the locally adaptive thresholding
method of Sauvola [7]. The method is widely used
and performs the best on document binarization [8].
The threshold T for each pixel (4,j) depends on lo-
cal variance of the pixel neighbourhood. The local
mean my (4,5) and standard deviation ow(i,j) are
computed on a window of size W x W around the pixel.
The method introduces a bias K.

Twic (i, ) = maw i, ) - (1 LK (%8” - 1))

The main drawback of the method is its need to
set the correct parameter values (W, K). Furthermore,
these values are not adaptive to individual documents.
Sauvola et al. proposed (15,0.5) to be a good choice.
However, Sezgin et al. [8] or Trier et al. [11] have found
(15,0.2) to work better. Another study by Badekas et
al. [1] suggested yet another value pair of (14, 0.34).

Even if some settings are valid on average, there are
not optimal for each image and depend on the target
application like OCR. In addition, the criteria used for
determining a good threshold may not guarantee good
OCR results. The aim of the proposed method is to op-
timize the right cost function by minimizing the OCR
errors.

2.3 Fast line finding and extraction

In order to evaluate several parameters of the bi-
narizer, the quality of the recognition is tested on a
few lines of the document image. In contrary to other
methods, the focus is put on the lines of the text and
no time is wasted for optimizing a criterion on need-
less parts of the document, like pictures or drawings
for example. We use a fast and robust method, RAST,
for extracting a subset of text lines [3]. An interesting
property is its capacity of working with a targeted num-
ber of lines, and the results are returned in decreasing
order of quality.

2.4 Evaluation of the binarization param-
eters using OCR

After obtaining the best greyscale line images, the
next step is to optimize the quality of the recognition
on them. The evaluation is goal-directed: we make use
of the recognizer to produce the best input (W*, K*)
for itself. The idea is to test different combination of
binarization parameters, and evaluate the accuracy of
the obtained transcription with a line recognizer.

The subset of lines is binarized with different pa-
rameters and we apply the OCR on each combination
of (W, K). In this work, we calculate the ratio of exist-
ing words in a dictionary D in the OCR output. The
objective is to maximize this ratio for all the lines in
the subset S:

(W*,K*) = argmax Z costw, i (line) | where
WK line€ S

Z length(word)

word € line
word € D

length(line)

costw, i (line) =

Flexible matching with edit-distance can be applied
to allow one or two errors for long words. Language
models, based on trigrams for example, can also be
good candidates and can deal with several languages
in the same list of trigrams, but it requires building a
model and also handling specific cases [5]. Initial exper-
imentations suggested that the exact matching search
within a dictionary gives the best results. With a bi-
nary search, computing the cost function is negligible
even for a large number of words.

The optimization process is made on the space of the
binarizer parameters with an exhaustive search. We
assumed having no knowledge about the behaviour of
(W, K), and the variables are considered as discrete.

3 Experiments and Results

Few large and publicly available datasets with
greyscale images of complex documents exist. To eval-
uate the approach in a challenging application area,
we chose a subset of the Google 1000 Books [12] which
contains scans of old books for which copyrights have
expired. Pages from the inner sections of each En-
glish volume have been picked. The original dataset
was composed of 770 images, and after removing blank
pages or pages without text, the final subset contains
740 documents.

The open source project OCRopus 0.3.1 [4] has been
used to run the experiments using Tesseract 2.0.3 [10]
as the character recognition engine. It proposes a com-
plete framework for using and tuning every step of the
recognition process. OCRopus has a fast implementa-
tion of the Sauvola’s technique using integral images
to reduce the runtime [9], a tuneable line finder and
extractor using RAST.

3.1 Evaluation on full pages
The first experiment is designed to test how well the

proposed values in literature make Sauvola’s method
work on a heterogeneous corpus. The different W and
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Figure 2: Overview of the winning binarizers. Each
best (W, K) for a page contribute to the darkness of a
square at that position.
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Figure 3: Occurrences of the 10 best (W, K)

K are in the ranges [10,90] and [0.1,0.9], respectively,
and full pages are used for the evaluation of the bina-
rization. The results show, that values suggested by
different authors are far from being optimal on a new
corpus of data.

We were also testing a simple binarizer, represented
as (W, K) = (0,0) and the Otsu’s binarizer (W, K) =
(0,1). The simple binarizer is characterized by setting
a single global threshold to the mean between the val-
ues of the darkest with the lightest pixel. The figure
2 shows a spatial representation of the best suitable
(W, K). The figure 3 gives a focus on the 10 best cou-
ples among 740 images.

There is no best unique binarizer that can per-
form well on all kinds of documents. Contrary to
what we found in the literature, (W, K) = (15,0.2)
for Sauvola is really not optimal for the Google 1000
books dataset. In some cases, Otsu or the simple bina-
rizer can outperform it. By experience, we have found
that (W, K) = (40,0.3) is suitable for a large range of
applications, we can consider here that the first best
suitable couple is (40,0.4). Interesting values of K are
in [0.3,0.5] and 0.4 seems to be a nice trade-off. As
reported in the literature, Sauvola is more affected by
K than W, and most of the authors set W to a small
value around 15 pixels. As we are using a fast imple-
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Figure 4: Quality improvement. First boxplot shows
the scores obtained with RDT, second boxplot with a
fixed Sauvola with (W, K') = (40,0.3)

mentation of Sauvola, setting W to high values does
not matter much. In the top 10, that the smallest
value is 40 and higher values are working better. The
best unique value for G1000 is (60, 0.4)

The Fig.4 shows the quality improvements ob-
tained when choosing the right binarizer with the RDT
method and a fixed binarizer with (W, K) = (40,0.3).
It can be seen that the auto-threshold allows an in-
crease of the recognition rate: the mean ‘words in dic-
tionary ratio’ is 53.03% whereas with the fixed values,
the ratio is 47.06%, that is to say a difference of 5.97
points. For two documents, the difference was greater
than 33 points, 7 cases greater than 20 points and 114
documents with a difference greater than 10 points.

Note that with the recommended values (15,0.2),
the difference of ratio is now 12.44 points instead of
5.97 and 11 documents have a ratio at least greater
than 30 points with the auto-threshold.

3.2 Evaluation on a subset of lines

The size of the subset of representative lines is set
to 10 now. As we know that Sauvola with (W, K) =
(60, 0.4) is the best fixed binarizer for our dataset (the
oracle), we will compare the results with it. The exper-
imentations show now that the best unique binarizer is
(W, K) = (50,0.3), and the global behaviour of mak-
ing a choice with a small subset of lines tends to choose
lower value for W and K (Fig.5).

But choosing other values does not imply making a
wrong decision for character recognition. Indeed, even
with only 10 lines, the auto-threshold is still better
than an oracle (Fig.6): we have a ratio difference of
0.21 points (47.97% vs. 47.76%). With a subset of 8
lines, there is no difference (0.02 points) and with five
lines, the oracle is the winner (-0.82 points).

When an oracle is not available, RDT is really better
than a fixed choice: with 5 lines, we obtained a ratio
of 46.93%, 47.78% with 8 lines, and 47.97% with 10
lines, compared to the 40.58% obtained with (W, K) =
(15,0.2). The average gain is 7 points. Note that the
proposed values are not so weird since they produce a
nicer image with less cuts and missing parts, but what
is good for our eyes is not necessary good for the OCR.
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Figure 5: Overview of the winning binarizers with a
subset of 10 lines
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Figure 6: Quality improvement. First boxplot shows
the scores obtained with RDT, second boxplot with a
fixed Sauvola with (W, K') = (60,0.4)

3.3 Computation Time

Since the aim of the binarization is page recognition,
RDT does not require to implement any new OCR or
binarization modules and requires only few extra com-
putations. Indeed, 10 lines of a page represent less
than 10% of its total surface, and less than 5% for a
two-column layout. We are testing 81 combinations of
(W, K), but with the algorithm based on integral im-
ages, lot of computations are redundant for the same W
and the binarization cost depends only on the number
of W. Binarizing the 81 subsets is roughly equivalent
to binarize one time the full page. Finding the lines
with RAST is a step that must be done and it is not
an extra cost. Only the evaluation (recognition of the
text) is time consuming. A subset of 10 lines costs
between 10% and 20% of the time for recognizing the
full document. As the OCR is here performed to have
an evaluation, no dictionary has been set for Tesser-
act and the recognition is closer to 10%. Finally the
total extra cost for the RDT is one binarization and
10 simple text recognitions. Note that testing so many
combinations is not necessary; better range of values
and interpolation can highly reduce the amount of real
evaluations.

4 Conclusions

We have presented a Recognition Driven Threshold-
ing (RDT) method in order to improve the quality of
the recognition. In the literature, many methods have
been proposed, but all of them require a specific tuning,
as Sauvola’s method, to work well on a given dataset.
In difference to the previous approaches, that optimize
the parameters on a non text recognition oriented mea-
sure, we propose to directly exploit the OCR engine for
the evaluation of parameter effectiveness. The method
uses a small subset of the lines composing the docu-
ment to make its choice on the full document.

RDT is not restricted to Sauvola’s method but can
be applied to any binarization method with tunable
parameters.

As we have shown on the Google 1000 books corpus,
the method gives better results than Sauvola’s method
with fixed parameters from an oracle.

The method takes advantage of highly degraded
documents in a heterogeneous corpus and it is highly
parallelizable. Taking advantage of integral images,
significant recognition improvement can be done at a
small extra expense.
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