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Abstract
The present paper reports on the creation of German unit

selection voices from corpora which had been recorded and an-
notated previously in the BITS project. We describe the unit se-
lection mechanism of our MARY TTS platform, as well as the
tools for creating a synthesis voice from a speech corpus, and
their application to the creation of German unit selection voices
from the BITS corpora. Because of reservations concerning
the mismatch of phonetic chains predicted by the German TTS
components in MARY and the manually corrected database la-
bels, we compared voices based on the manually corrected la-
bels with voices based on automatic forced alignment labelling.
We compute the diphone coverage for both types of voices and
show that it is a reasonable approximation of the German di-
phone set. A preliminary evaluation confirms the expectations:
while the manually corrected versions show a higher segmental
accuracy, the automatically labelled versions sound more fluent.

1. Introduction
Unit selection synthesis is becoming a mature technology. In-
troduced in the mid-1990s [1, 2], it has matured over the last
decade to the extent that now a regular competition, the Bliz-
zard Challenge is being organised, where different data-driven
synthesis algorithms are compared based on synthesis voices
prepared from the same data. The vast majority of commercial
TTS systems are based on unit selection technology; they are
covering an increasing number of languages and voices.

Research systems, and particularly open-source systems,
are less numerous. By far the most well-known system is Fes-
tival [3]; it contains two unit selection implementations, a clus-
ter unit selection [4] and a generic unit selection [5]. The ad-
mirable Festvox toolkit provides support for creating custom
synthesis voices, in the form of source code and documenta-
tion. The FreeTTS system [6] is a Java based reimplementation
of code derived from Festival, and contains an implementation
of the cluster unit selection algorithm. The BOSS system [7]
implements a non-uniform unit selection method, which uses
phrase- or word-sized units when these are found in the corpus,
and reverts to smaller units otherwise. The MARY platform [8]
became open source in early 2006, but until recently could gen-
erate audio only using the MBROLA [9] diphone synthesiser.
A first unit selection component was added for US English [10]
and released as open source.

Research on German speech synthesis, and German unit
selection technology, seems to be progressing rather slowly.
Indeed, there seem to be only a very limited number of Ger-
man unit selection systems developed purely in Academia – we
could only find two. The unit selection system BOSS [7] is

available as open source; it comes with the Verbmobil database
Lioba, which is somewhat tilted towards the domain of appoint-
ment negotiation. A general-domain German unit selection sys-
tem based on Festival [3] has been developed at IMS Stuttgart
[11] and continues to be developed in the Smartweb project
[12]. However, it does not seem to be publicly available.

One important factor slowing down the development of unit
selection systems in research labs is the cost associated with the
creation of unit selection corpora. In order to lower that barrier,
the project BITS [13] was funded to create unit selection voice
databases, annotate them, and make them publicly available.

The present paper reports on the creation of publicly avail-
able German unit selection voices for the MARY TTS platform,
based on the BITS corpora. The paper is organised as follows.
We start by presenting the basic properties of the unit selection
system developed in the framework of the MARY platform, and
report on work in progress on an open-source toolkit for creat-
ing unit selection synthesis voices. We then describe the BITS
corpora used as speech material for voice creation in the present
paper, and report on our experiences building synthetic voices
from these corpora.

2. The MARY unit selection system
2.1. The open source MARY TTS platform

MARY (Modular Architecture for Research on speech sYnthe-
sis) is a platform for research, development and teaching on
text-to-speech synthesis. Originally developed for German [8],
it was extended to US English by incorporating some TTS mod-
ules from the FreeTTS project, and, as the result of a student
project, to Tibetan. MARY uses an XML-based representation
format for its data, which makes it possible to access interme-
diate processing states, and to connect it to other XML-based
processing components [14].

Apart from being a research platform, MARY is also a sta-
ble Java server capable of multi-threaded handling of multiple
client requests in parallel.

The design is highly modular. A set of configuration files,
read at system startup, define the processing components to
use. For example, the file german.config defines the Ger-
man processing modules, english.config defines the En-
glish modules, etc. If both files are present in the config-
uration directory, both subsystems are loaded when starting
the server. Each synthesis voice is defined by a configuration
file: german-mbrola-de7.config loads the MBROLA
voice de7, english-arctic-jmk.config the unit selec-
tion voice built from the Arctic recordings of speaker jmk [15],
etc.

Each synthesis module has an input and an output format,



which can be flexibly defined. This makes it extremely easy to
define pipeline architectures for processing any given input for-
mat into one or more output formats, without explicitly stating
the required chain of modules. Starting from the input format
specified for the system input (e.g., plain text, SSML [16], etc.),
the TTS system searches a path through the available processing
components until it arrives at the requested output format (e.g.,
audio). Although this is a very simple mechanism for specify-
ing a component architecture, it seems to be sufficient for the
processing requirements of a TTS system.

For the generation of audio, MARY includes the concept
of a collection of waveform synthesisers; these are defined in
an extensible way through the MARY configuration files. Cur-
rently, the list of available waveform synthesisers includes the
MBROLA diphone synthesiser; an LPC-based diphone synthe-
siser provided by FreeTTS; the MARY unit selection synthe-
siser covered in the present paper; and an experimental inter-
polating synthesiser, creating intermediate voices from two ex-
isting unit selection voices [17] using a spectral interpolation
algorithm [18].

The architecture of the MARY platform as well as the En-
glish and Tibetan processing components are available under a
liberal BSD-style license. The German processing components
are available free of charge under a research license. By permis-
sion from the MBROLA team, MBROLA binaries and voices
are provided with MARY under the MBROLA license.

The system runs under Windows, Linux, Solaris, and
Mac OS X. A comfortable graphical installer can be down-
loaded from the MARY website. During installation, users can
indicate which components they want to install; only these com-
ponents are downloaded from the MARY page.

In order to avoid misconfigurations, the configuration files
define a number of dependencies, which are checked automat-
ically at every system startup. If a component is found to be
missing, the system offers to download it from the MARY web-
site.

2.2. Unit selection in MARY

The unit selection system in MARY implements a generic unit
selection algorithm, combining the usual steps of tree-based
pre-selection of candidate units, a dynamic programming phase
combining weighted join costs and target costs, and a concate-
nation phase joining the selected units into an output audio
stream.

Units to concatenate are uniform. An early version of the
system [10] used phoneme units. After getting feedback at the
Blizzard Challenge Workshop 2006, we switched to diphone
units, because joining in the mid-section of phonemes is ex-
pected to introduce less discontinuities than joining at phoneme
boundaries. For each target diphone, a set of candidate units is
selected by separately retrieving candidates for each halfphone
through a decision tree, and retaining only those that are part of
the required diphone. When no suitable diphone can be found,
the system falls back to halfphone units.

The most suitable candidate chain is obtained through dy-
namic programming, minimising a weighted sum of target costs
and join costs. Both are themselves a weighted sum of compo-
nent costs. Target costs cover the linguistic properties of units,
and the way they match the linguistically defined target. In addi-
tion, acoustic target costs can be used. These are currently used
for comparing a unit’s duration and F0 to the ones predicted
for the target utterance by means of regression trees trained on
the voice data. In the future, we intend to use acoustic target

costs to also cover expressivity-related acoustic measures, such
as spectral tilt or other robust measures of voice quality.

Join costs are computed as a weighted sum of F0 difference
and of spectral distance, computed as the absolute distance in
12-dimensional MFCC space. We had experimented with a step
function for the F0 penalty, based on the reasoning that small
F0 deviations can be corrected by a smoothing algorithm [10];
currently, we are using a linear cost function instead and avoid
signal post-processing as it seems to degrade the overall quality.

Like all unit selection systems, we face the challenge of de-
termining appropriate weights for the individual target and join
cost components. As we have not yet developed a principled
way of determining these weights, we have set a number of ad
hoc values through iterative listening and adapting. The result-
ing weights give equal importance to join costs and to target
costs, a higher importance to F0 continuity than to spectral con-
tinuity, and a higher importance to duration and F0 targets than
to phonetic context.

After the chain of units minimising these costs is deter-
mined, the units are retrieved from a timeline file and concate-
nated using overlap-add of one pitch period at the unit bound-
aries. The timeline file currently contains uncompressed PCM
audio data, but is designed in a way that makes it easy to use
more efficient encodings in the future.

The system is reasonably efficient: it synthesises speech
about ten times faster than real-time on a recent Core 2 Duo
processor. Decision trees and feature vectors required for the
cost computation are held in memory; audio data is retrieved
from a file after selection.

2.3. The voice creation toolkit in MARY

We are in the process of developing a toolkit for creating voices
for MARY. We originally used the Festvox tools [19], and we
continue to be deeply grateful to their creators for making them
available to the community. However, it appears that some as-
pects of Festvox are tightly linked to the Festival system, and
we felt that in the long run, the gain in control and flexibility
justifies the development of our own voice creation toolkit.

The system combines an extensible list of “voice import
components” in a graphical interface which is currently still
very simple (see Figure 1). The user can select a series of im-
port components, which are run in sequence. A progress bar
is shown for the component which is currently running. After
successful completion, the component is coloured in green; if
processing fails, it is displayed in red, and processing of subse-
quent components is aborted. Configuration of non-default file
system paths and special settings for the components is done via
command-line options.

The voice import components that are currently available
include components for automatic labelling using Sphinxtrain
[20]; for importing text files in Festvox format; for predicting
unit features with MARY; for making sure the unit labels and
the feature chain predicted by MARY are properly aligned; for
pitchmarking using Praat [21]; for the conversion of data into
the compact format required by the MARY unit selection run-
time system; for building classification trees for candidates us-
ing the wagon tool from the Edinburgh speech tools [22]; for
pruning outliers from the generated trees; and for creating re-
gression trees for duration and F0.

One of the most time-consuming tasks is the training of
classification trees for the prediction of candidate units. Sim-
ilarly to [4], we use acoustic distance between units as the im-
purity measure, and run wagon based on distance tables. In



Figure 1: The MARY voice creation toolkit at work. In the
situation shown, half-phone unit labels have been created suc-
cessfully, unit features are being computed, and a number of
components are scheduled for subsequent execution.

order to speed up the process on a multi-processor machine,
the MARY CartBuilder component can run several wagon pro-
cesses in parallel. Given the fact that the computation of acous-
tic distances is currently done in a single Java process, there is
a limit to the number of wagon processes that should reason-
ably be started in parallel; we have experienced considerable
speedup with running 3-5 wagon processes alongside one Java
process on an 8-processor machine.

The MARY voice creation toolkit currently requires a con-
siderable amount of expert knowledge in order to set paths cor-
rectly via command-line options and to select the right compo-
nents for the task at hand. We intend to develop a more intuitive
system providing groupings of the components that are usually
required for a given task. For example, components working
with halfphones are required for creating the necessary files to
build classification trees for pre-selection of candidate units, but
phone-sized units are needed for training regression trees for the
prediction of duration and F0.

3. The BITS corpora
The BITS corpora were produced by the Bavarian Archive for
Speech Signals (BAS) at Ludwig-Maximilians University, Mu-
nich, to provide a publicly available synthesis corpus for Ger-
man. Two different kinds of corpora were recorded: logatome
corpora for diphone synthesis and unit selection corpora. This
paper only deals with the latter.

The unit selection part consists of 1683 sentences cover-
ing all German diphones and a few selected French and English
diphones. A subset of the sentences was selected from a News-
paper Corpus (TAZ corpus) with a greedy algorithm. Addition-
ally, semantically unpredictable sentences, provided by the IMS
at University of Stuttgart, trade names and proverbs are con-
tained in the set. Four speakers (two female, two male) were
recorded with a close-talking microphone, a large membrane
microphone and a laryngograph. The sentences were annotated
with phonetic and prosodic labels automatically, then corrected
by hand.

The corpus is distributed through the European Language
Resources Association (ELRA) and can be ordered via the BAS
website (http://www.bas.uni-muenchen.de).

4. German unit selection voices from the
BITS corpora

4.1. Manual vs. automatic annotation

Since the BITS corpora have hand-corrected labels, they capture
some phonetic detail, such as coarticulation effects and segmen-
tal reductions as they were realised by the speaker (e.g., Schwa
elisions, nasal assimilations, or idiosyncratic devoicing). This
poses a problem for the MARY system, since the phonemes pre-
dicted by MARY do not reflect these effects. As a result, even
though a given syllable or word may be in the corpus, it may not
be possible to retrieve the corresponding units. For example,
one speaker frequently reduced Schwas: For the word “dunkel”
(dark), the phonological form /dUNk@l/ was realised phonet-
ically as [dUNkl]. A lookup of candidate units for /dUNk@l/
would need to find Schwa units from a different part of the cor-
pus, even though the original word was available.

A proper solution to this problem would be a trainable
postlexical phonological component, to be trained on the speech
data from a given speaker in order to capture the speaker’s pro-
nounciation rules. However, such a component is not yet re-
alised in MARY.

In building synthetic voices for MARY from the BITS cor-
pora, we therefore had two choices:

• use the existing manual annotation, knowing that subop-
timal candidate units will be retrieved;

• use a fully automatic annotation created by forced align-
ment of the audio recordings with a phoneme chain cre-
ated from the text using the MARY phonemisation com-
ponent.

We decided to explore the trade-offs between both ap-
proaches by building two voices from each of the four
databases: one with manual (M) and one with automatic (A)
labels. We refer to the resulting voices as M1-4 and A1-4, re-
spectively.

The expectation was that the A voices would show some
segmental errors introduced by the uncorrected automatic la-
belling, but that overall the fluidity of the speech would be
higher than for the M voices. In particular, it could be expected
that the average length of segments joined would be higher for
the A than for the M voices. The M voices, on the other hand,
would be expected to have more accurate segmental pronounci-
ations.

4.2. Voice creation

For the creation of the voices, the voice creation toolkit de-
scribed in section 2.3 was used.

For the M (manually labelled) versions of the voices, addi-
tional voice import components were implemented which cre-
ated labels and features based on the given labels. In the pro-
cess, the phone labels of the annotation had to be mapped to
the ones used by MARY, because some of the diacritics were
not used by MARY, and some phone symbols were different.
Also, in the BITS corpora, vowels followed by “6” (a-schwa)
were annotated as diphthongs and had to be split up for MARY.
For the computation of the features, first the phones and ToBI
tones predicted by MARY were replaced with the actually an-
notated phones and tones. This modified version was then sent
to MARY to compute the unit features needed for computing
the target costs.

The automatic labels for the A versions of the voices were
created with the components calling SphinxTrain and Sphinx2,



using the phoneme chain predicted by MARY from the text.
We enriched the MARY pronounciation lexicon to make sure
that the text is transcribed as accurately as possible. In the tex-
tual form of the BITS corpus, we found 459 unknown words
and 123 words interpreted as English words (many of them
proper names). Out of these, we manually transcribed 338 of
the unknown words, and 40 of the words recognised as English;
the remaining words were transcribed properly by the MARY
letter-to-sound components. The unit features for the A voices
were fully based on MARY predictions from text.

After the labels and features were created, the usual voice
building steps were performed for all voices: First, the pitch-
marks were calculated from the laryngograph files, using Praat,
and with reasonable estimates of the pitch range of each speaker
to minimise the risk of octave jumps. Pitch-synchronous mel-
frequency cepstral coefficient (MFCC) vectors were computed
using the EST tools.

The units, unit features and audio data were converted into
a format suitable for the efficient use in the run-time unit selec-
tion components. In addition to the purely symbolic unit feature
predicted by MARY, the unit F0 and duration were included as
acoustic unit features, in view of the computation of acoustic
target costs. Join cost features were computed at unit bound-
aries, comprising 12 MFCCs plus F0, and stored in a file allow-
ing to access them efficiently.

For each voice, regression trees were built to predict phone
duration and initial, medial and final log F0 in each syllable,
to be used as acoustic targets and potentially for signal post-
processing.

For the pre-selection of candidate units, classification trees
were built using acoustic similarity as the impurity measure.
Acoustic similarity was computed as a combined measure con-
sisting of duration, F0, and linearly time-stretched average Ma-
halanobis distance between MFCC frames. This tree-building
approach is similar to the cluster unit selection algorithm pro-
posed by Black and Taylor [4]; however, our leaves contain be-
tween 50 and 100 candidates, for which full target costs are
computed at run-time. The classification trees contain half-
phone units; for generating diphone candidates, candidates are
looked up for both halfphones, and only those that belong to the
needed diphone are retained. This method makes it simple to
fall back to halfphones: when no instance of a given diphone is
found, the two sets of halfphone candidates are retained.

A pruning algorithm was implemented to remove outliers
from the leaves of the pre-selection tree. This is particularly
useful with fully automatic labelled data, as it can identify some
of the most obvious labelling errors. One important kind of
outliers are units labelled as silence which are not actually si-
lence; we apply an energy criterion to identify these, based on
a silence cutoff value determined from an energy histogram. A
second kind of outlier are units that are too long, e.g. because
a long portion of silence was labelled to be part of the unit, or
because of wrongly predicted phoneme chains, leading to sev-
eral phonemes to be labelled as a single one. We use a cutoff of
200 ms maximum duration for a halfphone: every non-silence
unit that is longer than this threshold is removed. A third kind
of outlier are units that have extreme values in the probability
ratings generated by wagon during tree training. These are also
removed from the pre-selection tree.

We have observed that some of the problems arising from
automatic labelling could be filtered out using this pruning step.
This is reflected in the amount of data pruned: it lies between
0.9 and 1.2% of the units for the M voices, and between 1.5
and 2.1% of the units for the A voices. However, more sub-

tle pronounciation deviations could not be identified using this
approach.

In the runtime system, weights were fine-tuned to reach
a balance between linguistic and acoustic target costs on the
one hand, and join costs on the other hand. Even though the
weights are normalised so that all target cost weights and all
join cost weights sum to one, the fact that duration and F0 are
currently not normalised makes it necessary to manually adjust
the weights for each voice. We did this so as to make sure that
target costs are about as high join costs on average, and acous-
tic target costs (duration + F0) are slightly higher than symbolic
target costs (mainly phonetic context).

4.3. Phonetic coverage

One objective measure of the expected quality of a voice is the
coverage of diphones as they occur in the language. Therefore,
the phonetic coverage of the voices was measured both for the
annotated phonemes and the phonemes predicted by MARY.
To get an idea of how the coverage of the BITS corpora re-
lates to the German language in general, the results were com-
pared with the coverage of a large German corpus. For this pur-
pose, we collected a textual corpus consisting of 978,269 sen-
tences extracted from German ebooks from Project Gutenberg
(http://www.gutenberg.org), and transcribed it fully
automatically using the MARY phonemisation component.

For a phoneme set of 56 German phonemes, including some
English and French xenophones, the phoneme coverage is 100%
for the M voices, and 98% for the A voices, where the /T/
(voiceless English “th”) is missing.

The diphone coverage varies slightly between the different
voices, because for each voice, some of the sentences in the
corpus could not be used for building the voice. Overall, the
diphone coverage for the A voices, using the automatically pre-
dicted phonemes, is slightly worse (around 1690 diphones) than
the coverage for the M voices (1770 diphones). Both figure
are considerably lower than the number of different diphones
found in the Gutenberg corpus (2306 diphones). It strikes the
eye that these figures are substantially smaller than the number
of 56 ∗ 56 = 3136 theoretically possible diphones – appar-
ently, only around 2306/3136 = 73% of these actually occur
in German. Taking the Gutenberg figure as the reference, rather
than the theoretically possible number of diphones, we can thus
compute a diphone coverage of 1690/2306 = 73% for the A
voices and 1770/2306 = 77% for the M voices.

To get an idea not only of the quantity but also of the qual-
ity of the diphone coverage in the BITS voices, we also looked
at the distribution of the diphones. Figure 2a shows the distri-
bution of the diphones in the Gutenberg corpus. It can be seen
that the distribution follows Zipf’s law, according to which the
frequency of a word (or in this case, a diphone) is roughly in-
versely proportional to its rank in the frequency table.

Figures 2b and 2c show the relative frequencies of diphones
in the BITS voices A1 and M1, respectively. The distribution
curves for the other BITS voices look similar. Whereas the dis-
tribution of A1 is highly similar to the distribution of the Guten-
berg corpus, M1 has substantially more outliers. Most of these
are related to the Schwa elisions annotated in the BITS corpora:
For example, the diphone “t n” (arising by a reduction of /t@n/)
occurs far more frequently in M1 than in the Gutenberg corpus,
which is transcribed without phonological reduction.

Figure 3 shows a different way of comparing the diphone
distribution in A1 and M1 to the Gutenberg corpus. The cov-
erage ratio v shown in the figure is computed for each diphone
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Figure 2: Relative frequency of diphones (a) in the Gutenberg
corpus, (b) in voice A1, and (c) in voice M1. In all three, di-
phones are sorted on the X axis according to their frequency of
occurrence in the Gutenberg corpus.
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Figure 3: Coverage ratio of Gutenberg diphones for voices A1
(light) and M1 (dark), for (a) the frequent and (b) the rare half
of Gutenberg diphones.

as the ratio of the relative frequency of the diphone in the voice
and the relative frequency in the Gutenberg corpus. The graph
shows the percentage of diphones with a given coverage ratio.
Figure 3a represents the most frequent half of the Gutenberg
diphones (the left half of Figure 2a), Figure 3b represents the
least frequent half of the Gutenberg diphones (the right half of
Figure 2a).

It can be seen that for the frequent German diphones, v val-
ues around 1 dominate, i.e. the coverage is close to the Guten-
berg distribution. This is true for both voices, A1 and M1, with
a slight advantage for the automatic labelling method which was
also used for transcribing the text corpus. For the rare diphones,
on the other hand, we see a clear dichotomy between diphones
which are missing and diphones which are over-represented.
Over-representation seems generally inevitable when trying to
approximate a Zipf distribution with a much smaller corpus:
even by occurring only once in the voice, a rare diphone al-
ready has a much higher relative frequency than the very low
relative frequency in the large corpus.

4.4. Initial assessment of quality

Informal listening tests were performed to compare the quality
of the voices, using ten example sentences for each of two text
styles. First, news sentences were extracted from the web page

of the German newspaper TAZ. Given the fact that the recording
script was based on text material from the TAZ newspaper cor-
pus, this can be considered a “within-domain” condition, which
can be expected to lead to a relatively good synthesis quality.
As a second text style, we used ten sentences from the fairy
tale “Däumelieschen” available from the Gutenberg collection
(http://www.gutenberg.org). This domain being dif-
ferent from the recording script, it can be considered a priori
more challenging.

The first author, a trained phonetician, listened to the eight
versions of each sentence, generated with the A and the M voice
created from each of the four BITS corpora. Labels “+”, “0”
and “-” were assigned to each utterance, where “+” indicated
that only minor problems could be heard, “0” indicated audi-
ble prosodic deviations or minor segmental deviations, and “-”
indicated clearly wrong segments. While the individual ratings
are certainly subjective, and therefore are not reported in detail,
some relatively clear patterns seem to emerge from this prelim-
inary assessment.

Globally, more discontinuities can be heard in the M voices
than in the A voices. This is reflected in the average length
of consecutive unit stretches selected – 3.5 halfphones for M
voices, and 4.0 halfphones for A voices. Furthermore, the M
voices tend to sound a bit over-articulated. The A voices gen-
erally have a more natural prosody, but occasionally labelling
errors are very prominent.

In the preliminary assessment, the A voices received bet-
ter overall ratings than the M voices, reflecting the fact that
prosodic naturalness and continuity were better for many of the
sentences, and bad segments occurred only in a few sentences.

The news style sentences received better scores than the
fairy tale sentences, lending support to the hypothesis that it
is easier to synthesise within-domain material at good quality
than material from a different type of text.

“-” labels, indicating segmental errors, occurred mostly for
the A voices, but occasionally also for the M voices.

These first impressions provide an indication regarding the
trade-off between the M and A voices which motivated the cre-
ation of both voices (see Section 4.1). Manual labelling leads to
a considerable reduction of wrong segments in the output, and
therefore remains a requirement for the professional creation of
voice databases which cannot be replaced with filtering meth-
ods at the stage of tree pruning; however, when the predicted
chain of target units does not reflect the kinds of postlexical
phonological effects exhibited by the speaker, the continuity of
the generated speech is reduced.

These findings suggest that it is not easy to choose between
the M and the A version of a voice. Instead, it seems that the
effort to develop a postlexical phonological component which
can learn to map lexical-phonemic transcriptions to speaker-
dependent surface-phonetic transcriptions would be well justi-
fied, because it could be expected to combine the benefits of
both methods.

5. Conclusion
We have described the creation of unit selection synthesis
voices in the MARY TTS platform, using the German cor-
pora recorded for this purpose in the BITS project. Com-
paring voices created from the manually corrected labels in
the database with voices created from fully automatic forced-
alignment, we found systematic differences: higher segmen-
tal accuracy for the manually labelled voices, but more natural
prosody and higher continuity for automatically labelled voices.



The resulting synthesis voices are work in progress, and can
certainly be improved; but they are already quite intelligible
German unit selection voices. Given the sparsity of publicly
available unit selection systems for German, we will make the
resulting voices available for download as soon as possible, un-
der the same research license as the existing German MARY
TTS components.

Future work will address various aspects of the current sys-
tem. In the context of the present paper, the most obviously
needed improvement is a trainable postlexical component. In
addition, the general voice-building and unit selection methods
will be improved, as time permits, along the following lines.
Acoustic target and join costs should be computed in a nor-
malised acoustic space, i.e. in z-scores. This will make it
easier to set the weights for various target and join cost com-
ponents. It will also allow us to reuse one speaker’s prosody
model with another speaker’s voice, simply by setting the de-
normalisation coefficients to the new speaker’s mean and stan-
dard deviation. Pooling training data from several voices for
more robust prosody prediction is another option.

These developments are also in line with our mid-term
goals of making progress towards parametrisable expressive
speech synthesis. In this context, a major issue in view of high-
quality signal modification and efficiency is the representation
of the audio signal, e.g. as line spectrum pairs (LSP).
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