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Abstract
Causal discovery aims to extract qualitative causal knowledge in the form of causal graphs from
data. Because causal ground truth is rarely known in the real world, simulated data plays a vital role
in evaluating the performance of the various causal discovery algorithms proposed in the literature.
But recent work highlighted certain artifacts of commonly used data generation techniques for a
standard class of structural causal models (SCM) that may be nonphysical, including var- and R2-
sortability, where the variables’ variance and coefficients of determination (R2) after regressing
on all other variables, respectively, increase along the causal order. Some causal methods exploit
such artifacts, leading to unrealistic expectations for their performance on real-world data. Some
modifications have been proposed to remove these artifacts; notably, the internally-standardized
structural causal model (iSCM) avoids varsortability and largely alleviates R2-sortability on sparse
causal graphs, but exhibits a reversed R2-sortability pattern for denser graphs not featured in their
work. We analyze which sortability patterns we expect to see in real data, and propose a method
for drawing coefficients that we argue more effectively samples the space of SCMs. Finally, we
propose a novel extension of our SCM generation method to the time series setting.
Keywords: causal discovery, benchmarking, data generation, sortability, time series

1. Introduction

Causal discovery aims to extract qualitative causal knowledge from observational (or imperfect
or incomplete interventional) data (Spirtes et al., 2000; Peters et al., 2017; Pearl, 2009), and a
plethora of learning algorithms using different approaches exist for both the static (Nogueira et al.,
2022; Hyttinen et al., 2014) and time series settings (Runge et al., 2019, 2023; Assaad et al., 2022;
Camps-Valls et al., 2023). Benchmark datasets with known causal ground truth are vital to spur
method development and to compare and evaluate existing methods, but unfortunately, datasets
with known ground truth are often limited to a few feature variables (e.g. the bivariate Tübingen
Cause-Effect pairs by Mooij et al., 2016) because it is rare to find real multivariate data where the
underlying causal mechanisms are known with high certainty (Runge et al., 2019; Brouillard et al.,
2024). Hence, synthetic data have played a vital role in method development and evaluation, but if
the simulated datasets do not reflect the properties of the real-world datasets on which the algorithms
will be applied, then high performance during evaluation may not translate to the real world.
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There are typically two preliminary steps in data generation: generation of a causal graph, and
assignment of causal functions and noise variables to form a Structural Causal Model (SCM). The
details of both steps can affect the performance of causal discovery algorithms. It’s generally unclear
what constitutes the best approach for sampling causal graphs, and usually Erdös-Rényi (ER, Erdös
and Rényi, 1960) and scale-free graphs (Barabási and Albert, 1999) are tested in parallel. The first
approach samples randomly over possible edges in graphs with distinguishable vertices, and the
second mimics the distribution of graphs resulting from typical mechanisms of network growth.
Unfortunately, neither approach is designed to reflect the datasets intentionally curated from natural
phenomena by scientists, and both over-represent graph structures with more isomorphic forms. The
graph isomorphism problem is computationally hard (Torán, 2004), and we do not address it here.
Instead, we address the functional mechanisms for specified graphs, focusing on linear additive
models with Gaussian noise, in which mechanisms consist of coefficients and noise variances.

A standard approach is to sample coefficients from some uniform distribution over a bounded
interval such as (�2,�0.5)[(0.5, 2) and set noise variances to 1 (e.g. Zheng et al., 2018). However,
recent work has highlighted certain artifacts that this method of choosing “random” functional rela-
tionships leaves on the generated data in both the static (Reisach et al., 2021, 2023) and time series
settings (Lohse and Wahl, 2024). Two types of artifacts have received much attention: varsortability
(Reisach et al., 2021) and R2-sortability (Reisach et al., 2023), in which the sample variance of the
variables or the coefficient of determination after regressing on the other variables, respectively, are
related to the topological order of the variables. Many prominent benchmarking datasets, such as
that used for the NeurIPS 2019 Causality 4 Climate (C4C) competition (Runge et al., 2020), are
strongly characterized by varsortability, tempting some to conclude that “effect variables tend to
have larger marginal variance than their causal ancestors” and “large regression coefficients may
predict causal links better in practice than small p-values” (Weichwald et al., 2020), but the validity
of these claims rests strongly on whether it is reasonable to expect varsortability in the real world.

A couple alternative SCM generation methods have been proposed that attempt to avoid these ar-
tifacts (e.g. Mooij et al., 2020; Squires et al., 2022), including the internally-standardized structural
causal model (iSCM; Ormaniec et al., 2024), which computationally standardizes every variable
before generating the next. This removes varsortability and greatly reduces R2-sortability, as evi-
denced by numerical experiments on a certain subset of causal graphs. But their method of drawing
causal parameters still limits the relative magnitudes of causal coefficients and noise terms, which
may affect the absolute and relative performance of causal discovery methods in a nonphysical way.

We assert here that varsortability is nonphysical, but show that any data that is modeled by an
SCM should feature a mild R2-sortability tendency opposite to that of standard data generation tech-
niques. We argue that an unbiased SCM generation process should be unitless, Markov-consistent

(remote structural properties are not associated with local functional parameters), and unrestricted

(the relative magnitudes of parameters can be arbitrarily large or small; see Section 3.4), and propose
a distribution from which to choose the coefficients and noise variances that satisfies these proper-
ties. A final contribution of our work is a novel extension of our SCM generation method to the time
series setting, which enables benchmarking on realistic and theoretically grounded data generation
models for data from time-dependent systems that ubiquitously occur across the sciences.

2. Foundations

2.1. Linear Additive Models with Gaussian Noise
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2.1.1. STRUCTURAL CAUSAL MODELS

An acyclic linear additive Gaussian Structural Causal Model (SCM) with N 2 N variables can be
fully specified by the set of structural assignments

n
Xi :=

X

j

ajiXj + Ui, Ui ⇠ N (mi, si) (1)

for i = 1, . . . , N , vectors m 2 RN and s 2 (R+)N , and upper diagonal matrix A = (aji) 2 RN⇥N

(an intervention on Xj consists of changing the right-hand side of its structural assignment). We
assign the indices i consistent with the topological order, so that each endogenous variable Xi is
directly affected by a subset of its predecessors X<i = {Xj |j < i} which we call its parents

pa(Xi) = {Xj |aji 6= 0} ✓ X<i. Xi is affected by Xj 2 pa(Xi) via a linear causal effect aji where
aji = 0 8j � i enforces acyclicity, and by noise drawn from independent normal distributions
N (mi, si) with mean mi and standard deviation si. Any dependence between Xi and its non-
parent predecessors is destroyed by conditioning on the parents of Xi: Xi?? X<i \pa(Xi)|pa(Xi),
known as the local Markov property. The SCM can be represented graphically by listing the {Xi}
and connecting Xj ! Xi if and only if Xj 2 pa(Xi) , aji 6= 0, and Xj 2 an(Xi) ✓ X<i+1

is referred to as an ancestor of Xi if there is a directed path Xj ! · · · ! Xi of any length. The
graph G = (V,E) is notated as an ordered pair with a list of nodes V = {Xi|i = 1, . . . , N} and
a matrix of oriented adjacencies E = �(aji 6= 0) 2 {0, 1}N⇥N . The SCM may be standardized
by subtracting the mean µi = E[Xi] =

P
j ajiµj + mi and dividing by the standard deviation

�i = (E[X2
i ]� µ2

i )
1/2 for each variable Xi, yielding the Unitless SCM (see Definition 2)

n
X̂i :=

X

j

âjiX̂j + Ûi, Ûi ⇠ N (0, ŝi) (2)

subject to the constraint
P

jk âjiâki⇢̂jk + ŝ2i = 1, where âji :=
�j

�i
aji and ŝi :=

si
�i

are unitless, and

⇢̂jk = E[X̂jX̂k] = E
h
Xj�µj

�j

Xk�µk
�k

i
= ⇢jk are elements of the correlation matrix for {Xi}.

2.1.2. STRUCTURAL VECTOR AUTOREGRESSIVE MODELS

For time series, we cannot assume that samples from V are independent. Formally, we can include
a node Xi(t) for every variable at every time, and allow a lagged causal effect Xj(t� ⌧)! Xi(t)
for any ⌧ 2 N. The resulting infinite graph is called a time series (Runge et al., 2012) or full time
graph (Peters et al., 2017). Complete models often require contemporaneous dependencies as well
(where ⌧ = 0), and in practice, ⌧  ⌧max is bounded by some maximum lag ⌧max 2 Z+.

Without further assumptions, we would need a causal effect coefficient aji,t(⌧) for every pair
(Xj(t � ⌧), Xi(t)) of Xi and Xj at time t and lag ⌧ 2 0, . . . , ⌧max, as well as means mi,t and
standard deviations si,t for the noise distributions Ui(t) for every variable Xi at every time t. Under
the assumption of causal stationarity, aji,t(⌧) = aji(⌧), mi,t = mi, and si,t = si 8i, j, t, ⌧ , giving

n
Xi(t) :=

NX

j=1

⌧maxX

⌧=0

aji(⌧)Xj(t� ⌧) + Ui(t), Ui ⇠ N (mi, si) (3)

This can be represented with a summary causal graph with nodes {Xi|i 2 1, . . . , N} and an edge
Xj ! Xi if Xj(t � ⌧) 2 pa(Xi(t)) for some ⌧ 2 0, . . . , ⌧max. This process may contain causal
effects from a variable to itself (when i = j), and though we restrict our analysis to acyclic time
series graphs where aji(0) = 0 8j � i, unrolled cross-dependencies that lead to a cyclic summary
graph (Xj(t� ⌧)! Xi(t) and Xi(t� ⌫)! Xj(t), with ⌧ > 0, ⌫ � 0) may appear.
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With linear additive causal effects A(⌧) = (aji)(⌧) 2 RN⇥N⇥⌧ and Gaussian noise, such
a model would constitute a Structural Vector Autoregressive model (SVAR; Lütkepohl, 2005a)
AX(t) =

P⌧max
⌧=1 AA⇤(⌧)X(t � ⌧) + U(t) where A = A(0)�1 + IN and A⇤(⌧) = A�1A(⌧) .

This process is stable if det(A�
P⌧max

⌧=1 AA⇤(⌧)z⌧ ) = det(A(0)�1+IN �
P⌧max

⌧=1 A(⌧)z⌧ ) = 0 has
roots with magnitude less than 1 (extended from Lütkepohl, 2005b). Stability is a sufficient con-
dition for statistical stationarity, meaning that the mean and (co)variance is equivalent conditioned
on any time (but not on previous observations). The standardized form of the SVAR model is

n
X̂i(t) =

NX

j=1

⌧maxX

⌧=0

âji(⌧)X̂j(t� ⌧) + Ûi(t), Ûi ⇠ N (0, ŝi) (4)

where âji(⌧) =
�j

�i
aji(⌧) and ŝi =

si
�i

, constrained by
P

jk

P
⌧⌫ âji(⌧)âki(⌫)⇢̂jk(⌧ � ⌫) + ŝ2i = 1

where ⇢̂jk(!) = E[X̂j(t� !)X̂k(t)] = E
h
Xj(t�!)�µj

�j

Xk(t)�µk
�k

i
are lagged correlations for {Xi}.

2.2. Benchmarking Data

2.2.1. EXISTING BENCHMARKS

Many real-world and synthetic causal discovery benchmarks focus on the bivariate cause-effect
identification case. To name a few: the Tübingen Cause Effect Pairs (Mooij et al., 2016) cover a
large number of synthetic as well as real-world pairs of static and time series data; Guyon et al.
(2019) present results from a large benchmark competition, all of which is now freely available1;
and Käding and Runge (2023) introduce a bivariate synthetic benchmark suite. But while there are
some real-world multivariate static datasets used for benchmarking, such as those hosted at CMI2

and the new customizable Causal Chamber (Gamella et al., 2024), they are few in number because it
is quite challenging to obtain complete real-world ground truth causal knowledge, and thus synthetic
data plays a more important role in benchmarking in the multivariate setting (Brouillard et al., 2024).

The crucial choice to make when generating random SCMs and SVAR models is what joint
distribution to use for the causal coefficients and the noise standard deviations. A simple and
commonly-used approach in the static setting is to draw aji and si independently over some uniform
probability distribution. Zheng et al. (2018) and many other studies use U([�2,�0.5][ [0.5, 2]) for
the causal coefficients and 1 for the noise standard deviations (we call this ‘UVN’ for ‘Unit Vari-
ance Noise’), but other studies make other choices; for example, Andrews et al. (2023) use U(�1, 1)
for the causal coefficients and U(1, 2) for the noise standard deviations. The linear-VAR datasets
provided on causeme.net (Runge et al., 2019) as part of the NeurIPS 2019 Causality 4 Climate
(C4C) competition benchmarking data (Runge et al., 2020) adapt this approach to the time series
setting including a test for stability, and Lawrence et al. (2021) propose a framework for generating
random time series benchmarking data with fewer assumptions about the data generation process.

Other approaches attempt to be more realistic by using real data and expert knowledge as a
starting point. They often employ expert knowledge to constrain the causal graph and real data to
fit the causal coefficients, and then generate simulated data from the resulting ‘ground truth’ SCMs.
Some static examples include causalAssembly (Göbler et al., 2024), which is based on data
measurements taken from a manufacturing assembly line, and SynTReN (Van den Bulcke et al.,
2006), which mimics experimental gene expression data by randomly choosing from networks and

1. https://www.causality.inf.ethz.ch/cause-effect.php
2. https://www.cmu.edu/dietrich/causality/projects/causal_learn_benchmarks/
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functional relationships crafted by experts. Unfortunately, the applicability of such pseudo-real
datasets is often limited to the field from which the real data was taken, and is further limited by the
properties of the finite datasets on which the pseudo-real data was based.

Pseudo-real time series data can be generated to mimic any user-provided real dataset via
CausalTime (Cheng et al., 2023), and existing pseudo-real benchmarking datasets mimicking cli-
mate and weather data can be found at causeme.net. CausalTime constructs the ‘ground truth’
causal models by (1) using deep neural networks to fit a nonlinear AR model (NAR), (2) extracting
possible tractable causal graphs using importance analysis or expert knowledge, and finally (3) ex-
tracting the part of the fitted NAR model consistent with the causal graph. CauseMe takes a similar
approach: beginning with randomly-selected large climate simulations and variables, it (1) extracts
major modes of variablility using PCA-Varimax (Tibau et al., 2022), (2) fits a VAR model to the
data, and (3) uses the residuals to determine the magnitude of the noise. In addition to the limitations
of static pseudo-real data, since both automated model-generation methods are fundamentally based
on non-causal analysis, they may or may not be able to capture the desired real-world distribution
of causal systems that regression-based methods would fail to fully characterize.

2.2.2. SORTABILITY

Varsortability Reisach et al. (2021) introduce the concept of varsortability in static graphs, which
means that variance increases along the topological order. Reisach et al. (2021) define a sortability
metric that ranges from 0 to 1, where values above 0.5 indicate varsortability and values below 0.5
indicate reverse-varsortability, and Lohse and Wahl (2024) extend their metric to the time series set-
ting by applying it to summary graphs, excluding pairs of nodes that are cyclically related. Reisach
et al. describe their metric as a “fraction of directed paths,” but algorithmically, they only count
directed paths between the same pair of nodes separately if they have distinct lengths, yielding a
metric that is not directly related to directed paths nor to connected node pairs. We propose a simple
modification to Reisach et al.’s algorithm that counts each pair of nodes exactly once (see Appendix
B for python code), changing sortability values quantitatively, but not qualitatively (see Figure 2 last
subplot for an example using R2-scores instead of variance). Reisach et al. (2021) observed that the
static data generation techniques from Section 2.2.1 produce strongly varsortable datasets, and we
confirm this computationally (Figure A2a and c). Lohse and Wahl (2024) showed that generated
time series datasets such as the C4C data are also often highly varsortable even when they are stable
over time. Varsortability can be removed from generated data post-hoc via standardization.

R2-sortability Reisach et al. (2023) found that the joint distributions for SCM parameters that
produce varsortability in simulated datasets leave another artifact in the data that cannot be removed
after the fact: increasing fractional cause-explained variance along the topological order. Though
ground truth causal structure is needed to calculate cause-explained variance, they show that the
coefficient of determination (R2, Glantz et al., 2017)—which is measurable in the absence of causal
knowledge—gives an upper-bound for the fraction of cause-explained variance and is an effective
proxy for recovering the topological order from simulated static datasets (see Figure A2b and c).

The extension of R2-sortability to the time series setting is less obvious than it is for varsortabil-
ity; Lohse and Wahl (2024) extend the definition by focusing on the fraction of cause-explained vari-
ance due to distinct processes, calculating R2 for Xi(t) based on {Xj(t� ⌧)|j 6= i, ⌧ 2 0...⌧max},
and excluding the past of Xi. We refer to this definition as R2*-sortability. Strong varsortability
appears to be associated with strong reverse-R2*-sortability in both real and simulated time series
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datasets (Lohse and Wahl, 2024). The reversal may be because variables with large variance are
likely to be affected more by their own past than by distinct processes when all causal edge weights
are drawn from the same distribution. We assert that a better extension of R2-sortability to the time
series setting should include the past of the entire system, thus approximating the fraction of cause-
explained variance in the time series graph. Figure A1 shows that this modified definition can revert
the association so that varsortability is associated with R2-sortability, as in the static case.

Real Systems While simulated static and time series datasets are characterized by strong var- and
R2-sortability patterns, Lohse and Wahl (2024) found that two real-world time series datasets—a
river flow dataset where the causal relationships can reasonably be given by the locations of data
collection relative to the river flow (Tran et al., 2024), and data from a physical Causal Chamber in
which the researcher controls the causal relationships (Gamella et al., 2024)—demonstrate opposite
extremes in var- and R2*-sortability, suggesting that simulated sortability tendencies are unrealistic.

2.2.3. AVOIDING SORTABILITY

There have been a few attempts in the literature to alleviate var- and R2-sortability in generated static
benchmark data. Mooij et al. (2020) assign unit noise, then divide it and the causal coefficients ai

for each node Xi by (1 +
P

j a
2
ji)

1/2: the standard deviation Xi would have if its parents were
independent (we call this ‘IPA’ for ‘Independent Parents Assumption’). Datasets generated by IPA
have weaker expected varsortability; but, in combination with the authors’ choice of distribution for
drawing aji, IPA produces reverse var- and R2-sortable datasets on average (Figure A2d-f). Squires
et al. (2022) account for covariance of the parents but enforce an even split between explainable vari-
ance and noise by generating data without noise, dividing the data and ai by

p
2 times the sample

standard deviation, and then adding noise with si =
p
2
2 (we call this ‘50-50’). 50-50 lacks any ten-

dency for varsortability (Figure A2g and i), but produces a tendency toward reverse-R2-sortability
that is just as strong as the original tendency toward R2-sortability in standard data generation tech-
niques (Figure A2h and i). Ormaniec et al. (2024) also standardize during data generation, but they

scale ai and si by the full sample standard deviation
q

1
P�1

PP
p

⇥
U (p)2
j +

�P
j ajiX

(p)
j

�2⇤, thus
completely removing varsortability (Figure A2j). They name this hybrid SCM-standardization ap-
proach the ‘iSCM’, but it can be viewed as a different sampling of the distribution of SCMs, like
all approaches discussed in Section 2.2.1 and here. The iSCM reduces R2-sortability enough that
it is not noticeable on the sparse graphs featured in the main body of their paper, but a tendency
toward reverse R2-sortability is still visible for denser graphs (Figure A2k and l). Finally, Andrews
and Kummerfeld (2024) introduce the “DAG Onion” method (DaO), which uniformly samples joint
probability distributions consistent with a graph, then samples SCMs that could produce it. Con-
trary to the motivation given in the paper, DaO produces data that is strongly reverse varsortable
(Figure A2m and o) and mildly (reverse) R2-sortable for sparse (dense) graphs (Figure A2n and o).

3. Thought Experiments

With so many different ways to sample SCMs, the question should not be how to remove any
exploitable artifact, but rather, what artifacts do we expect to see, and how do we want to sample
the space of possible SCMs? Do we expect sortability tendencies? Should all variables be equally
noisy? Does it make sense to draw causal coefficients uniformly or to limit how large or small the
coefficients can be? The following thought experiments explore these questions.
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3.1. Toy Model: Sortability in Standard SCM Generation Techniques
To gain intuition for the standard generation techniques described in Section 2.2, we inspect a toy
SCM generation process that always assigns unit noise and causal coefficients. Though not random,
it retains the features that lead to sortability in commonly-used random SCM generation techniques.
We begin by examining chains of different lengths. For a chain of length 2, such as X ! Y , our
toy SCM generation method would produce X with variance 1 – all of it noise, and Y with variance
2 – half of which is noise and half of which is causally explainable. If we added a third variable
to the chain, it would have a variance of 3, one third of which is noise and two thirds of which is
explainable. Thus, this toy generation process yields SCMs where the total variance and fraction of
causally-explainable variance for a variable reflects the number of ancestors it has. This results in
var- and R2-sortability because the maximum number of ancestors a variable can have in an acyclic
SCM is limited by its place in the topological order. Although this relationship is not deterministic
when coefficients are assigned randomly, it holds on average for SCM generation techniques using
unit noise because all root nodes must have a variance of 1 (all of it noise), while any variable
with ancestors must have a variance that is larger than 1 (because the noise is independent from
the cause-explained variance) by an amount that is, on average, proportional to the variance of its
parents. Thus, we note that causal discovery algorithms relying on the equal variance assumption
(Ng et al., 2024; Peters and Bühlmann, 2013; Chen et al., 2019) implicitly assume sortability.

3.2. Modeling Choices and Marginalization: Number of non-Parent Ancestors
When appending variables to a chain, increasing variance along the topological order may at first
appear to be a reasonable physical pattern, but it becomes clearly inappropriate when we recognize
that the number of ancestors a variable has in an SCM is a modeling choice, not a fundamental
physical property of the system. Given an SCM, one can always define a smaller—but equally-
valid—SCM over any subset of the original variables through marginalization, which absorbs each
excluded variable into the exogenous noise terms of its children. If we begin with a causally suf-
ficient SCM (the noise terms are jointly independent) and every marginalized variable has at most
one child, then the marginalized SCM will also be causally sufficient. Likewise, it is often possible
to expand an SCM representing a particular physical system by including additional parents and
ancestors. Is there a limit to how many predecessors one can add to a physically-meaningful SCM?
This would mean reaching an indisputable “root cause”, which is not influenced by anything at all.
Whether such a “root cause” exists is a theological question rather than a scientific one, but personal
beliefs cannot affect the conclusion that, in practice, there is no “root cause” that can be included in
an SCM, because those who believe in an absolute power also believe that it is unknowable.

We want the outputs of our SCM generation process to represent physical properties of real
systems, not arbitrary modeling choices. Let’s assume our example chain from Section 3.1 repre-
sents some real physical system. How does our representation of the system change when we apply
marginalization transformations? If we marginalize out X , we are left with the causal chain Y ! Z,
where the variance of Y is still 2 and the variance of Z is still 3. In this example and in general, the
total variance of a variable has no relationship to the number of parents or ancestors included in the
SCM. But while the fraction of causally explainable variance of Z is still 2/3, removing X renders
Y completely unexplainable. The difference is that X was a parent of Y , but only an ancestor of
Z, making it clear that the fraction of causally explainable variance in an SCM representing a real
system is related to the number of parents included in the scientist’s model, rather than the number
of ancestors. A realistic SCM generation process should not produce variances that reflect the struc-
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ture of the causal graph, and so the variables may as well be standardized; but it is acceptable—and
expected—for probability distribution of the fraction of variance due to noise to be related to the
number of parents (but not ancestors) a variable has in the causal graph used to model the system.

3.3. Remote Changes: Independence of Cause and Mechanism
Say some physical system can be represented by the causal graph given by the
black arrows in the diagram to the right and the SCM with unit coefficients and
noise. The variances of Z and X2 would be 1, the variance of X1 would be 2,
and the variance of Y would be 4, with three fourths of it explainable.

X1

&

.

Y

Z

.

&
X2

Now, say we intervene on X2, activating the gray edge by changing the structural assignment to
X2 := �

p
2
2 (Z +U2) with U2 ⇠ N (0, 1). The variance of X2 is still 1, but now it has a covariance

with X1 of E[(Z)(�
p
2
2 Z)] = �

p
2
2 . The physical process determining Y should not change, but

Y ’s variance is now E[X2
1 ]+ 2E[X1X2]+E[X2

2 ]+ 1 = (2)+2(�
p
2
2 )+ (1)+1 = 4�

p
2, and its

fraction of cause-explainable variance is 3�
p
2

4�
p
2
= 10�

p
2

14 . Though the actual functional parameters
for Y do not respond to the correlation of Y ’s parents, because the total variance has changed, the
fraction of explainable variance changes, and all standardized functional parameters must be scaled
by the old standard deviation divided by the new standard deviation (see Section 2.1.1). Since
the scalar is the same for all parameters, the relative magnitudes and signs of the parameters (the
“mechanisms”) will not change, and so we would not want the distribution of these relationships in
randomly sampled standardized parameters for Y to reflect the correlation between X1 and X2 (the
“causes”), consistent with the principle of separation of cause and mechanism.

3.4. Desired SCM-Generation Characteristics

In Section 3.2, we find that the variance of a variable is independent of modeled causal structure.
Since its value depends on the chosen units and units are not specified, it is arbitrary. In Section
3.2, we find that the fraction of unexplained variance is independent of the number of non-parent
ancestors, and in Section 3.3, we find that the functional parameters are independent up to uniform
scaling of the influence of remote structural features and functional parameters on the correlation of
parents. We conclude that the distribution of functional parameters produced by an SCM generation
process should depend only on the number of parents (local structure). This can be seen as a
generalization of the local Markov property (which relates data to the SCM that generated it) to
the SCM generation process itself. Finally, clearly, no physical limit on the ratio between causal
coefficients and noise variance exists.

Definition 1 An SCM generation process over nodes V and some function space with parameter-

ization ⇥ defines the distribution P(⇥|E) = ⇧iP(⇥i|E,⇥ \⇥i) for every (random) input graph

G = (V,E), where ⇥i is a vector of the parameters of the structural assignment for Xi 2 V . It is...

Definition 2 unitless if 8E,Xi 2 V , E[Xi] = 0,E[X2
i ] = 1.

Definition 3 Markov-consistent if for any adjacency matrices E,E0
and nodes Xi, Xj 2 V with

the same number of parents, 9c 2 R|c 6= 0 ^ P(⇥̃i) = P(c � ⇥̃j) where � is the scaling product
for the parameterization ⇥ and ⇥̃i are elements of ⇥i that are random given Ei (see Appendix A).

Definition 4 unrestricted if the distribution of the ratio of variance due to a single parent and to

noise for each node has full support on (0,1).
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4. Method

We propose Algorithm 1. If a variable X̂i in a
standardized system has di independent parents,
we may imagine its variance as a unit di-ball
where each Cartesian coordinate represents the
causal coefficient and standard deviation from
one of the parents, and 1 � r2 < 1 is the vari-
ance due to noise. We draw coefficients ran-
domly and independently by sampling uniformly
from this di-ball, which can be accomplished by
drawing a00ji ⇠ N (0, 1) iid from the standard
normal distribution and scaling ai

00 = (a00ji)j by
ri/||ai

00||, where ri ⇠ U1/di(0, 1) is drawn from
the dith root of the uniform distribution from 0 to
1 (Harman and Lacko, 2010). The fraction of the
volume located near the outside of a di-ball in-
creases with di, so the expected fraction of vari-
ance due to noise is inversely related to the num-
ber of parents (average noisiness can be adjusted
via the distribution for rdii ), but recalling Section
3.2, this is not concerning. To ensure unit vari-
ance with correlated parents, we standardize (be-
cause a0ji = a00ji = 0 when X̂j /2 pa(X̂i) ✓ X̂<i,
we only need X̂<i to do this).

Algorithm 1 UUMC SCM Generation

Require: a graph G =
⇣
{X̂i}, E

⌘
with topo-

logical order i 2 1...N and adjacency
matrix E = (eji) 2 {0, 1}N⇥N with
N 2 N

Ensure: j � i) eji = 0

R = (⇢ji) IN
s = (ŝi) 1N
Â = (âji) E
for i 2 1...N do

di  
P

j ei = #pa(X̂i)

if di > 0 then
draw a00

i ⇠ N (0, 1)N

draw ri ⇠ U1/di(0, 1)
a00ji  a00jieji 8j 2 1...N

a0
i  

riP
j a

002
ji
a00
i ; s0i  

q
1� r2i

�0
i  

q
a0
i
TRa0

i + s02i

âji  
a0ji
�0
i
8j 2 1...N ; ŝi  

s0i
�0
i

⇢ij = ⇢ji  
P

k âki⇢jk 8j < i
end

end
return Â

Theorem 1 Algorithm 1 is unitless, unrestricted, and Markov-consistent.

Proof Assume that X̂<i are standardized. Then we have µ̂i =
P

j âji(0) + (0) = 0 and �̂2
i =

1
�02
i

✓
E
⇣P

j a
0
jiX̂j

⌘2
�
+ (s0i)

2

◆
=

P
jk a0jia

0
ki⇢jk+s02i

a0
i
TRa0

i+s2i
= 1, so Algorithm 1 is unitless. It is Markov-

consistent because a00
i are drawn identically and independently, the distribution for r depends only

on di (the number of parents), and the final modification is scaling all parameters by �0
i||ai

00 ||. Fi-
nally, Algorithm 1 is unrestricted because the ratio of the variance due to an individual parent to that
due to noise is proportional to r2i

1�r2i
, which approaches 0 as r ! 0 and approaches1 as r ! 1.

Remark 1 While the iSCM is also Markov-consistent, it is not unitless because it generates data

that is standardized for a finite sample rather than in the infinite sample limit, and it is not unre-

stricted because it produces SCMs where the ratio of the magnitude of a causal coefficient |âji| to

the noise standard deviation ŝi for X̂i is uniformly distributed on the interval [0.5, 2].

5. Experiments
5.1. Sortability Properties
As intended, our SCM generation method results in an expectation of neutral varsortability for ER
graphs (Figure 1a and c). Though the SCM is constructed to be standardized in the infinite sample
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limit, finite sample size still leads to a wide range of simulated varsortability values. Likewise, this
data-generation method produces SCMs with a realistically-wide range of R2-sortability (Figure
1b). This is because, in the absence of varsortability, R2 scores are highest for the node with the
most neighbors, regardless of their causal order. We confirm this by examining the R2 scores of
nodes in the three types of unshielded triples in Figure 2a-c. The nodes are labeled by topological
order; the nodes with 2 neighbors include node 2 for the collider, node 1 for the chain, and node 0
for the confounder. The expected R2 scores for nodes with only one neighbor are low in each case,
while the expected R2 score for the node with 2 neighbors is higher, favoring nodes at different
positions in the topological order depending on the connectivity of the graph.

When confounders and colliders occur with equal frequency, one might expect the R2-sortability
tendencies for these different structures to exactly cancel out. Instead, we see a positive skew
(Figures 2f and 1b), meaning our data is reverse R2-sortable on average, similar to the iSCM and
IPA approaches (Figure A2e and k). This holds for random graphs of all densities (Figure 1b-c).
Should we expect such an artifact? Analytically, yes. The expected R2 score is not the same for the
middle node of different types of triples (proof in Appendix D). For a collider such as Â! B̂  Ĉ,
the R2 score for B̂ is upper-bounded by 1� ŝ2b , because there is no information in Â or Ĉ that could
possibly help predict ÛB . However, for a confounded triple such as Â  B̂ ! Ĉ, the R2 score
is actually lower-bounded by 1 � min (ŝ2A, ŝ

2
C), and can get arbitrarily close to 1. This is because

all information from the parent influences every child. While that information is obscured by the
noise terms of the children, these noise terms are mutually independent, so they partially cancel
each other during the attempted reconstruction of the parent node.

We confirm this computationally: while R2-scores are equally distributed for nodes with one
neighbor in all types of unshielded triples (Figure 2d), the R2 score for the middle, or hub, node of
the collider (green) is on average slightly lower than that of the other structures (Figure 2e). This
pattern holds for larger structures as well. Naturally by the law of large numbers, as we increase
the number of children for a confounding hub node, its expected R2 score increases (Figure 3,
blue) – a pattern which should hold regardless of the data generation strategy. On the other hand,
the behavior of the R2 score of a ‘colliding’ hub node as we increase the number of parents (red)
reflects our choice to reduce the fraction of variance due to noise for variables with more parents.
The similarity in the relationship of R2 scores to the number of neighbors for hub nodes from these
different structures gives us confidence that this was a realistic choice. Despite the similarity, the
upper-bound for the collider means that it always lags the R2-score for the hub of a confounder.

Figure 1: Sortability probability distribution functions for static ER graphs with 20 nodes and vary-
ing edge probabilities, based on 5000 randomly generated SCMs and 100 data samples.
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Figure 2: a-c R2 scores for nodes in the three kinds of un-
shielded triples, labeled by topological order, based on 10000
random SCMs and 500 samples. d Highest and e lowest scor-
ing node from each triple. f R2-sortability for ER graphs
with 20 nodes and edge probability 0.5, based on 5000 ran-
dom SCMs and 100 samples, according to the original (blue)
and modified (orange) sortability metrics (see Section 2.2.2).

Figure 3: R2 scores for the
hub node of colliders and con-
founders with different numbers
of parents/children, based on 500
randomly-generated static collid-
ers and confounders of each size
and 500 simulated data points.

5.2. Causal Discovery Evaluation

In Figure 4, we examine the impact of data
generation strategy on the apparent performance
of various static causal discovery algorithms
(mostly as implemented in gCastle (Zhang et al.,
2021)). PC(-stable) are constraint-based meth-
ods relying on conditional independence testing
(Kalisch and Buehlmann, 2005) and the faithful-

ness assumption (that connections in the causal
graph manifest as statistical relationships in the
data) to discover partially-oriented equivalence
classes. The other methods learn fully-oriented
graphs; Greedy Equivalence Search (GES) is
score-based (Chickering, 2002), NOTEARS is
gradient-based (Zheng et al., 2018) like the win-
ner of the C4C competition (Weichwald et al.,
2020), and Best Order Score Search (BOSS) is a

Figure 4: F1-score comparison of static causal
discovery algorithms on benchmark data gener-
ated in different ways (see Section 2.2) based on
100 SCMs with 10 variables and 500 data sam-
ples. “UUMC” is the method proposed here.

permutation-based algorithm that uses a score based on conditional independence constraints and
relaxes the faithfulness assumption by relying more strongly on causal sufficiency.

In blue, we show the performance of these algorithms on data generated in the standard way
(denoted UVN for unit-variance-noise, see Section 2.2.1) according to gcastle’s directed F1 score.
NOTEARS, which was introduced accompanied by an evaluation on UVN data, far outperforms the
other algorithms on this dataset, followed closely only by BOSS. Note that the apparent performance
of PC(-stable) is limited because the F1 score is not implemented for equivalence classes.
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In purple, yellow, green, and pink, we present the performance of these algorithms on data
generated according to the four proposals for addressing sortability artifacts discussed in Section
2.2.3. By far the most dramatic change is the reduced performance of NOTEARS for any of these
approaches, all of which reduce varsortability, and especially for DaO (pink), which exhibits re-
verse varsortability (Figure A2). Though not nearly as dramatic, the performance of BOSS is also
markedly reduced for all modified data generation approaches. Within the modified approaches,
the performances of score-search algorithms like GES and BOSS remain relatively constant, but the
constraint-based algorithms perform noticeably better on the 50-50 data (yellow), likely because this
approach ensures that causal effects are not overshadowed by noise while avoiding computational
faithfulness violations due to near-determinism (see Runge, 2018, for a discussion of the relevant
assumptions). Interestingly, NOTEARS also performs better on the 50-50 data, suggesting that it is
more effective when the true fraction of explainable variance is similar for all variables.

Finally, the performance of these algorithms on data from UUMC SCMs generated using Algo-
rithm 1 is shown in red. Compared to the iSCM, our approach yields a marginally higher perfor-
mance for the PC algorithms and a marginally lower performance for NOTEARS, slightly increas-
ing the apparent marginal performance of constraint-based relative to gradient-based algorithms.
Furthermore, while BOSS has the highest performance of all the algorithms on data that is not var-
sortable, it performs notably worse on the UUMC data than any of the other modified approaches,
materially reducing the apparent performance improvement provided by BOSS.

6. Extension to Time Series Data

Extending the method to the time series setting is non-trivial.
Even if we insist that our method reduces to the static case when
⌧max = 0 thus forcing all dependencies to be contemporaneous,
the extension to lagged (auto-)dependencies is not obvious. Note,
for instance, that the discrete auto-dependencies in an SVAR
model (equation 3) are naturally unitless—aii(⌧) = âii(⌧), where
âii(⌧) are the auto-dependencies in the unitless SVAR model de-
fined by eq. 4—while other lagged dependencies (aji(⌧), j 6=
i, 0 < ⌧  ⌧max) are unit-dependent. Furthermore, we can no
longer simply use coefficients from the causal model to represent
the contribution of a parent process to its child, since the parent
may affect the child process via multiple lags.

Figure 5: R2-scores for ran-
dom SCMs corresponding to
the time series graph given
by X̂0(t � 1) ! X̂0(t) !
X̂1(t)! X̂1(t+ 1).

In Appendix E, we propose a theoretical foundation for drawing causal parameters based on
a comparison to continuous processes. We approximate the contribution of a parent process with
the sum of the causal coefficients at all lags, inspired by the direct transfer function at frequency 0
(see Appendix E.2 and Reiter et al., 2023). Auto-dependence is drawn from U(0, 1), the fraction of
variance due to noise is drawn relative to the part of the total variance not due to auto-dependence.

Both auto- and cross-dependencies are adjusted to respond to a random sampling rate, inspired
by discrete sampling of Ornstein-Uhlenbeck processes (see Appendix E.1), and we show that hidden
confounding from subsampling can be bounded based on the sampling frequency. Finally, we solve
a system of equations yielding the (auto-)covariances and scaling parameters for noise and the cross-
coefficients to achieve standardized time series. The full method is given in Algorithm A1. It is
designed to produce datasets with unit variance, but R2-sortability tendencies may emerge.
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Figure 5 shows that for a simple 2-variable SVAR process with lag-1 auto-dependencies and
X̂0(t)! X̂1(t), the distribution of R2 scores for the source node (blue) differs from that of the tar-
get node (orange). On the whole, time series datasets generated this way tend toward R2-sortability.

7. Discussion

We examine data generation techniques that aim to avoid var- and R2-sortability, and evaluate their
success in removing these signatures of the underlying causal structure. Notably, the Dag-Onion
method—which is meant to naturally avoid nonphysical artifacts and ensure simulation of data
with all possible correlation structures—results in strong reverse varsortability and different R2-
sortability tendencies for graphs of different densities. Also, while the iSCM eliminates varsortabil-
ity, it demonstrates mild reverse R2-sortability that is stronger for denser graphs. Is this a problem?

We propose a method for sampling Structural Causal Models (SCMs) that is based on theoret-
ical arguments that appropriately distinguish between physical properties of a system and arbitrary
modeling choices such as the number of included ancestors or the choice of units. We find that its
R2-sortability properties are similar to those of the iSCM. For static graphs, we demonstrate both
theoretically and computationally that a node’s R2-scores on average reflect its connectivity, but
that they are a poor indicator for the topological order. Thus, we assert that while a tendency for
varsortability is a nonphysical artifact of standard data generation processes, R2-scores do reflect
aspects of the causal structure in any system that can be represented by an SCM. To the extent
that R2-scores are related to the topological order, reverse R2-sortability is more likely than R2-
sortability, because the fact that SCMs are not deterministic limits how well one can predict a child,
but multiple children can serve as independent observations of a parent, producing arbitrarily good
reconstructions of the parent in the limit of many children.

Despite having similar sortability properties, when deployed for evaluation of causal discovery
algorithms, our approach results in mild improvements for constraint-based over gradient-based
algorithms and a dramatic drop in the performance of the permutation-based algorithm BOSS when
compared to evaluations using the iSCM. This provides evidence that artifacts other than var- and
R2-sortability, such as restrictions on the ratios of functional parameters, can affect the absolute and
relative performances of causal discovery algorithms even when they do not explicitly exploit these
artifacts, and highlights the need for intentional SCM sampling methods like that proposed here,
rather than attempting to remove one artifact at a time from standard sampling methods.

Finally, we take a first step toward intentional sampling of SVAR models. Surprisingly, we find
that our method produces time series datasets that are slightly R2-sortable on average. Our method
accounts for additional noise due to subsampling, but neglects the covariance of the noise terms
in multivariate systems. Though we bound the magnitude of hidden confounding in terms of the
sampling rate, there is a need to rigorously address the issue of pervasive hidden-confounding that
is a necessary consequence of subsampling continuous systems.
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Appendix A. The Scaling Product

Definition 5 ⇥ is a parameterization of some stochastic functional space F over variables V
if any stochastic structural assignment Xi := f(V ) with f 2 F can be notated by a vector of

parameters ⇥i.

The space of linear additive Gaussian noise functions defined by Equation 1 can be parameterized
by a vector consisting of causal coefficients followed by the noise mean and standard deviation. For
a node Xi in a graph with N nodes, ⇥i = (a1i, . . . , aNi,mi, si). To extract the parameters that are
random variables, we have the shorter vector ⇥̃i = (aji|Xj 2 pa(Xi),mi, si).

Definition 6 The scaling product � associated with a parameterization ⇥ of a functional space

F is defined such that fi 2 F ) cfi 2 F can be expressed c�⇥i 8c 2 R.

The scaling product for the linear additive Gaussian noise functional parameterization discussed
above is simply element-wise multiplication because fi(V ) =

P#V
j=1 ajiXj+Ui, Ui ⇠ N (mi, si))

cfi = c(
P#V

j=1 ajiXj + Ui) =
P#V

j=1(caji)Xj + U 0
i , U 0

i ⇠ N (cmi, csi) if N (mi, si) is de-
fined as the normal distribution centered at mi with standard deviation si. However, if N (mi, si)
is defined as the normal distribution with variance si, then � is defined such that c � ⇥ =
(ca1j , . . . , caNj , cmi,

p
csi). Any parameterization will induce such a scaling product.
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Appendix B. Modified Sortability Definitions

Here, we present code for calculating sortability which is modified from Reisach et al. (2021)
[https://github.com/CausalDisco/CausalDisco/blob/main/LICENSE] such that
it (1) accepts cyclic graphs and avoids comparing nodes within the same cyclic component (lines
13-17, 29, and 38-39), and (2) compares each pair of nodes connected by a causal path exactly
once (lines 24, 28, and 35 are added, and check now replaces Ek in lines 30-34). Then, in Figure
A1, we demonstrate the difference between the time series extensions of R2-sortability proposed by
Lohse and Wahl (2024), denoted R2*-sortability, and that proposed here, denote R2-sortability.

1 def sortability(M, W, tol=1e-9):
2 ’’’Takes a 1 x d metric M, such as variance or R2, and an N x N adjacency
3 matrix W, where the j,i-th entry corresponds to the edge weight for j->i,
4 and returns a value indicating how well M reflects the causal order.
5 Modified from <https://github.com/Scriddie/Varsortability> to avoid double-
6 counting node pairs connected by causal paths of multiple lengths, and to
7 accept graphs with cycles in the manner described by Christopher Lohse and
8 Jonas Wahl in "Sortability of Time Series Data" (Submitted to the Causal
9 Inference for Time Series Data Workshop at the 40th Conference on

10 Uncertainty in Artificial Intelligence). ’’’
11 E = W != 0
12 #Find ancestral relationships to avoid comparison within cycles
13 Ek = E.copy()
14 anc = Ek.copy()*False
15 for path_len in range(self.N):
16 anc = anc | Ek
17 Ek = Ek.dot(E)
18 #reset Ek to keep track of paths of various lengths
19 Ek = E.copy()
20
21 n_paths = 0
22 n_correctly_ordered_paths = 0
23
24 checked_paths = Ek.copy()*False
25
26 for path_len in range(E.shape[0] - 1):
27 check_now = (Ek
28 & ˜ checked_paths # to avoid double counting
29 & ˜ anc.T) #to avoid comparison within a cycle
30 n_paths += check_now.sum()
31 n_correctly_ordered_paths += (check_now * M / M.T > 1 + tol).sum()
32 n_correctly_ordered_paths += 1/2*(
33 (check_now * M / M.T <= 1 + tol) *
34 (check_now * M / M.T >= 1 - tol)).sum()
35 checked_paths = checked_paths | check_now
36 Ek = Ek.dot(E) #examine paths of length path_len+=1
37
38 if n_paths == 0: #in case all nodes are in the same cycle
39 return 0.5
40 return n_correctly_ordered_paths / n_paths
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Figure A1: An example SVAR model where reverse-varsortability is associated with R2*-
sortability, but with reverse-R2-sortability. a The summary graph for the underlying SVAR
model with N = 5 and ⌧max = 1. b The coefficients from the underlying SVAR model that
are associated with each edge from the summary graph, where different lags appear in different
columns. In this table, 0.0 and nan appear when there is an edge that exists at one lag but not the
other. nan is used instead of 0.0 if a 0-lag edge in that orientation would run counter to the topo-
logical order of the variables in the SVAR model. c Simulated data for this SVAR process, where
the time series are ordered by decreasing variance for best visibility. The topological order of the
variables according to the summary graph is written at the top of this plot. d Time series var-, R2*-,
and R2-sortability for this dataset.
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Appendix C. Benchmark Sortability Properties

Figure A2 compares the sortability properties of five data generation methods discussed in Sections
2.2.1 and 2.2.3. The standard unit-variance-noise approach (Zheng et al., 2018, first row) produces
highly var- and R2-sortable datasets. The IPA approach (Mooij et al., 2020, second row) reduces
and reverses the sortability tendencies of the data, while the 50-50 approach (Squires et al., 2022,
third row) practically eliminates trends in varsortability but produces strongly reverse-R2-sortable
data. The iSCM (Ormaniec et al., 2024, fourth row) eliminates varsortability and produces data
that is gently, but noticeably, reverse-R2-sortable. Finally, DaO (Andrews and Kummerfeld, 2024,
last row) produces data that is reverse varsortable and whose R2-sortability tendencies change with
density. All trends except R2-sortability for DaO become stronger for denser graphs (last column).

Figure A2: Var- and R2-sortability propbability distribution functions (pdfs, left and middle
columns, respectively) for static ER SCMs with N = 20 and varying densities (colors) generated
via different methods described in Sections 2.2.1 and 2.2.3 (different rows). The means and skews
of the var- and R2-sortability pdfs are displayed in the right column as a function of graph density
in blue and red, respectively, where the dashed horizontal lines at 0.5 and 0 mark neutral mean and
skew, respectively. Pdfs are based on 5000 randomly generated SCMs with 100 observations.
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Appendix D. R2 Asymmetry

D.1. R2-score

The R2-score for a variable X̂i in a standardized dataset X 2 RM⇥N with variables {X̂i|i 2 1...N}
and M samples is

R2(X̂i) = 1� var(X̂i � E[X̂i|{X̂j |j 6= i}])

We can estimate E[X̂i|{X̂j |j 6= i}] using linear regression. The solution to the regression
y = X� + ✏ is

� = (XTX)�1XTy

yielding residuals

✏ = y �X� = y �X(XTX)�1XTy = (IM �X(XTX)�1XT )y

that estimate X̂i � E[X̂i|{X̂j |j 6= i}].

D.2. SCMs for Unshielded Triples

We examine an SCM with standardized variables {Â, B̂, Ĉ} and noise terms Û = [ÛA, ÛB, ÛC ],
where U = [UA,UB,UC] 2 RM⇥3 is a matrix consisting of M samples of noise terms drawn iid
from N (0, 1), and [A,B,C] 2 RM⇥3 is the resulting dataset.

D.2.1. COLLIDER

If Â ! B̂  Ĉ is a collider, it can be repre-
sented with the SCM:

( Â := ÛA

Ĉ := ÛC

B̂ := aÂ+ cĈ + bÛB

where a2 + c2 + b2 = 1. The sample values for
an observational dataset can be expressed:

⇥
A B C

⇤
:= U

2

4
1 a 0
0 b 0
0 c 1

3

5

and the covariance matrix for the dataset is2

4
1 a 0
a 1 c
0 c 1

3

5

D.2.2. CONFOUNDER

If Â B̂ ! Ĉ is a confounded triple, it can be
represented with the SCM:

( B̂ := ÛB

Â := aB̂ + āÛA

Ĉ := cB̂ + c̄ÛC

where x̄ =
p
1� x2. The sample values for an

observational dataset can be expressed:

⇥
A B C

⇤
:= U

2

4
ā 0 0
a 1 c
0 0 c̄

3

5

and the covariance matrix for the dataset is2

4
1 a ac
a 1 c
ac c 1

3

5

D.3. R2 Properties of Hub Nodes in Unshielded Triples

If we regress the middle node B on A and C in the collider, where our regression is consistent with
the causal order, the regression will recover the causal model in the infinite sample limit. Thus, we
will find ✏ � bUB, yielding R2

B  1� b2 that is upper bounded by the cause-explained variance.
If we perform the same regression on the confounder instead, then substituting X = [A,C] and

y = B yields
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XTX =


AT

CT

� ⇥
A C

⇤
= M


1 ac
ac 1

�

(XTX)�1 =
1

M

1

1� a2c2


1 �ac
�ac 1

�

X(XTX)�1XT =
⇥
A C

⇤ 1

M

1

1� a2c2


1 �ac
�ac 1

� 
AT

CT

�

=
1

M

AAT +CCT � ac(ACT +CAT )

1� a2c2

) ✏ =

0

@
X

j

✓
�ij �

1

M

aiaj + cicj � ac(aicj + ciaj)

(1� a2c2)

◆
bj

1

A

i

= B� �ABA+ �BCC� ac(�BCA+ �ABC)

1� a2c2

= B� aA+ cC� ac(cA+ aC)

1� a2c2
= B� a(1� c2)A+ c(1� a2)C

1� a2c2

= B� ac̄2A+ cā2C

1� a2c2
= B� ac̄2(aB+ āUA) + cā2(cB+ c̄UC)

1� a2c2

=
1� a2c2 � a2c̄2 � ā2c2

1� a2c2
B� aāc̄2

1� a2c2
UA �

cc̄ā2

1� a2c2
UC

=
ā2c̄2B� aāc̄2UA � cc̄ā2UC

1� a2c2

) �2
✏ =

ā4c̄4 + a2ā2c̄4 + c2c̄2ā4

(1� a2c2)2
=

ā4c̄4 + (1� ā2)ā2c̄4 + (1� c̄2)c̄2ā4

(1� (1� ā2)(1� c̄2))2

=
ā2c̄2(ā2 + c̄2 � ā2c̄2)

(ā2 + c̄2 � ā2c̄2)2
=

ā2c̄2

ā2 + c̄2 � ā2c̄2

Without loss of generality, let ā2 = s2 < 1 be the larger noise term and c̄2 = t2s2 < 1 be the
smaller noise term, with t2 < 1. Then

�2
✏ =

s2(s2t2)

s2 + s2t2 � s2(s2t2)
=

s2t2

1 + t2(1� s2)
< s2t2 < s2

and R2
B = 1� �2

✏ > 1� s2t2 is lower-bounded by 1 minus the smaller of the two noise terms.

Appendix E. Time Series

Our formulation treats time discretely, as is common to several time series causal inference works,
but many relevant systems we may wish to emulate exist in continuous time. Thus, we must un-
derstand the relationship between parameters from continuous differential equations and the causal
coefficients in our discrete-time systems, and we begin by examining the continuous analog of au-
toregressive models: the Ornstein-Uhlenbeck process.
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E.1. Continuous Analog: Ornstein-Uhlenbeck Processes

A univariate zero-mean Ornstein-Uhlenbeck process X(t) is defined by the Langevin equation

dX = �Xdt+ �dW

where W denotes a Wiener process with the property W (t+ ⌧)�W (t) ⇠ N (0, ⌧) (Neumaier and
Schneider, 1998). In this formulation,  2 R+ is the rate of reversion to the mean and � 2 R+

is the noisiness of the process, and the variance of this system is �2/2 (note  2 R+). As with
our discrete formulations,  is naturally unitless and would not be affected by standardizing X –
instead, � would be set to

p
2. A discrete sampling with time-step � after standardizing is

X̂�(t+ 1) = e��X̂�(t) + Û(t), Û(t) ⇠ N (0,
p
1� e�2�)

with causal coefficient â(�) = (e�)� and noise standard deviation ŝ(�) =
p
1� â(�)2. This

univariate system has one degree of freedom, parameterized by � – the inverse of the sampling rate.
A multivariate Ornstein-Uhlenbeck process has more than one degree of freedom even when it

has zero-mean and no interaction terms (j 6= i ) ji = 0), but there is still only one sampling
rate. Thus, in addition to drawing a parameter related to �, we must draw parameters related to
. As in the static case, it is acceptable if we draw more parameters than degrees of freedom as
long as we obey the constraints of the unitless system. The parameters ii must be drawn from
R+, but e�ii 2 (0, 1) falls in the unit interval. � should also be drawn from R+, but a scientist
employing time series causal methods should attempt to choose a sampling frequency that produces
non-trivial auto-coefficients and noise terms. Thus, we choose to draw e� ⇠ U(0, 1) uniformly
and � ⇠ F(100, 100) from Snedecor’s F distribution with d1 = d2 = 100, which spans R+ and
centers at 1. Since these auto-dependence parameters will not be affected by standardization, the
cross-dependence terms and the standard deviation of the noise must adjust to fit the drawn auto-
dependence. Given contemporaneous cross-dependencies, we can divide the remaining variance
between the cross-dependence terms and noise using a di-ball in a manner similar to the static case.

How should we handle lagged cross-dependencies? Examine a bivariate Ornstein-Uhlenbeck
process with a one-way causal dependency:

d


X1(t)
X2(t)

�
= �


11 0
12 22

� 
X1(t)
X2(t)

�
dt+


�1 0
0 �2

�
d


W1(t)
W2(t)

�

In its standardized form, ̂ii = ii, ̂12 = �1
�2

q
22
11

12, �̂2
1 = 211, and �̂2

2 = 222
⇣
1� 2̂2

12
22(11+22)

⌘
.

While the auto-dependence terms ii 2 R+ must always be positive, the cross-dependence term
̂12 2 R may be negative. A discrete sampling of this standardized process with time-step � is


X̂1(t+ 1)
X̂2(t+ 1)

�

�

=

"
e�11� 0

̂12
e�11��e�22�

11�22
e�22�

# 
X̂1(t)
X̂2(t)

�

�

+


Û1(t)
Û2(t)

�

�

The cross-term is a function of the auto-dependence terms ii and �: â12(�) = ̂12
11�22

(â11(�)�
â22(�)). Since we draw e� from a uniform distribution and � from a distribution centered at
1, rather than drawing  and � from R+, we will draw ̂12

11�22
in a manner similar to the static

case: starting with an initial draw from N (0, 1), dividing by the norm from all parents (in this case,
canceling out that initial draw), and multiplying by r2 ⇠ U(0, 1) (in this case, there is only one
parent). Though we do not consider the auto-dependence to be a parent when making the initial
draw for the cross-dependence, we must consider it when scaling to create a normalized time series.
Since the auto-covariance depends on the cross-dependence, we must solve a system of equations.
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With v�(x) =
1�e�x�

x , the variances of the noise terms Û�(t) are:

ŝ21 = �̂2
1v�(211) = 211v�(211) = 1� â211(�)

ŝ22 =
⇥
�̂2
1̂

2
12

�
v�(211)� 2v�(11 + 22) + v�(222)

�

+ �̂2
2(11 � 22)

2v�(222)
⇤
/(11 + 22)

2

The expression for ŝ1 is fairly simple, echoing the expression from the static case. The expres-
sion for ŝ2 is much more complicated because the total variance of X̂2 used for standardization
depends on the system of equations defining the lagged co-variance terms. We will solve for this,
rather than calculating it outright. There cross-covariance term is

ŝ12 =
�̂2
1̂12

11 � 22
(v�(211)� v�(11 + 22)) =

211̂12
11 � 22

(v�(211)� v�(11 + 22))

It is non-trivial whenever � 6= 0, and positive when 12 < 0. This implies that discrete sampling of
a continuous system will always produce hidden confounding, but the magnitude of the confounding
can be controlled by adjusting �. For simplicity, let’s examine the situation when 22 = 11 = .
The magnitude of the confounding |12|

2 (1 � (2� + 1)e�2�) < p is less than some value p > 0

as long as � < �1
2

⇣
W�1

⇣
�1

e

⇣
1� 2

|12|p
⌘⌘

+ 1
⌘

, where W�1 is the �1 branch of the Lambert
W-Function. Thus, if � is chosen to be small enough, hidden confounding could be reasonably
controlled. However, one must balance this goal with keeping � large enough that each variable
has non-negligible noise at each time step.

E.2. Multiple Dependencies

If the discretization of a continuous process is an AR(p) process with p > 1, then the continuous
process is described by a differential equation of order > 1. The number of auto-dependencies at
discrete lags reflects the degree of non-linearity of the autodependence, rather than distinct parents
that reduce the expected fraction of variance due to noise, as in the static case. A non-linear effect
cannot be represented with a single parameter, but its effect on the mean of the child process can be
quantified using the direct transfer function at frequency 0 (Reiter et al., 2023):

ĥji(0) =

P⌧max
⌧=0 âji(⌧)

1�
P⌧max

⌧=0 âii(⌧)

This measure includes the indirect effect of Xj on Xi via the past of Xi (âii(⌧)), but, as discussed in
Sections 6 and E.1, we wish to treat auto-dependence separately. Thus, we represent the contribution
of each parent using only the numerator of this expression:

P
⌧ âji(⌧). These oscillatory processes

have associated characteristic frequencies, and the coefficients in the discretization may vary widely
based on the ratio of the sampling frequency to the characteristic frequency in a process called
aliasing.

Sampling directly from frequency space is out of the scope of this paper, and since we are doing
random generation, it does not matter if we preserve characteristic frequencies between our first
draw and our final parameters. Therefore, we will do the initial draws of a00ji(⌧) ⇠ N (0, 1), but be-
fore moving on, we’ll also draw contribution parameters b0ji from U(0, 1) if i = j and from N (0, 1)

otherwise, and scale a00ji(⌧) by
b0jiP

⌧ a00ji(⌧)
. We will use {b0ji8j 6= i} as the cartesian coordinates in

our d-ball. The full algorithm is given below.
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Algorithm A1 Unitless SVAR Generation

Require: G =
⇣
{X̂i(⌧)}, E

⌘
a time series graph with topological order

i 2 1...N and adjacency matrix
E = (eji(⌧)) 2 {0, 1}N⇥N⇥(⌧max+1) with N 2 N and ⌧max 2 Z+

Ensure: j � i) eji(0) = 0

R = (⇢ji(⌧)); ⇢ii(0) 1 8i
ŝ = (ŝi) 1N
ES = (hji) ||⌧E is the adjacency matrix for the summary graph
B0 = (b0ji) 0N,N

C = (Ci) 1N
draw � ⇠ F(100, 100)
for i 2 1...N do

di  
P

j 6=i hi = #paES (X̂i) \ X̂i

if di > 0||hii 6= 0 then
draw a00

i (⌧) ⇠ N (0, 1)N⇥(⌧max+1)

a00ji(⌧) a00ji(⌧)eji(⌧) 8j, ⌧
end
if hii 6= 0 then

draw b0ii ⇠ U(0, 1)
bii  (b0ii)

�

âii(⌧) a0ii(⌧) a00ii(⌧)
biiP

⌧ a00ii(⌧)

s0i  
q
1� b2ii

end
if di > 0 then

draw b00j 6=i,i ⇠ N (0, 1)

draw ri ⇠ U1/di(0, 1)

b0j 6=i,i  
ris0ipP
j 6=i(b

0
ji)

2 b
00
ji

s0i  s0i

q
1� r2i

bj 6=i,i  b0j 6=i,i
b�jj�b�ii
bjj�bii

a0j 6=i,i(⌧) a00j 6=i,i(⌧)
bj 6=i,iP

⌧ a00j 6=i,i(⌧)

Ci  Ci; ŝi  s0i/Ci

end
end
âji(⌧) a0ji(⌧)/Ci 8i, ⌧, j 6= i
Solve for Ci and ⇢ji(⌧) in

(
1 =

P
jk

P
⌧⌫ a

0
ji(⌧)a

0
ki(⌫)⇢jk(⌧ � ⌫) + (s0i)

2 8i
⇢ji(⌧) =

P
k

P
⌫ a

0
ki(⌫)⇢jk(⌧ � ⌫) 8i, j, ⌧

Check that det(Â(0)�1 + IN �
P⌧max

⌧=1 Â(⌧)z⌧ ) = 0 yields roots z that lie in the unit circle.
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