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Abstract

Research on multi-agent interaction involving humans is still in its infancy. Most approaches
have focused on environments with collaborative human behavior or a small, defined set of sit-
uations. When deploying robots in human-inhabited environments in the future, the diversity
of interactions surpasses the capabilities of pre-trained collaboration models. ”Coexistence”
environments, characterized by agents with varying or partially aligned objectives, present a
unique challenge for robotic collaboration. Traditional reinforcement learning methods fall
short in these settings. These approaches lack the flexibility to adapt to changing agent counts
or task requirements without undergoing retraining. Moreover, existing models do not ade-
quately support scenarios where robots should exhibit helpful behavior toward others without
compromising their primary goals. To tackle this issue, we introduce a novel framework that
decomposes interaction and task-solving into separate learning problems and blends the
resulting policies at inference time using a goal inference model for task estimation. We
create impact-aware agents and linearly scale the cost of training agents with the number of
agents and available tasks. To this end, a weighting function blending action distributions
for individual interactions with the original task action distribution is proposed. To support
our claims we demonstrate that our framework scales in task and agent count across sev-
eral environments and considers collaboration opportunities when present. The new learning
paradigm opens the path to more complex multi-robot, multi-human interactions.
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1 Introduction

Deployment of robots in environments shared with humans is a trending research topic [1,
2] as there is an increased push toward robots that work alongside humans. The applications
studied in the scientific literature vary and include topics such as teaching [3, 4], assistance [5—
71, entertainment [8], delivery [9], service [10] or elderly support [11]. The earliest example
of robots deployed to a human environment only cared about not colliding with them [12].
Nowadays, modeling of an interaction aims for an explicit collaboration with a human or a
group of humans to achieve a common goal [13, 14]. However, when sharing an environment
with multiple humans, a robot may not interact with only a single, dedicated user. Other
humans or robots may be bystanders that coexist in the same environment without being
directly involved in the current task of the robot [15]. The essence of these interactions lies
not just in the robots’ ability to perform tasks but also in their exposure to ’other’ humans who
are not the primary users but share the environment and may have independent objectives.
How to (co-)operate when facing other people while performing a task is an important
question that needs to be addressed in human-robot interaction.

Consider the situation of a robot for assisted living within a group of older adults. The
robot should be able to perform supportive tasks for a given person, while other humans with
independent intentions are sharing the same space. For example, the robot could be asked by
one person to prepare a sandwich while at the same time a second household member starts
cooking something for themself. The robot and the cook both require access to some shared
resources, like the dish rack, but they do not share a common goal. However, a robot that
does not acknowledge the right of a bystander to approach its own goals will likely not be
accepted by society but neither will one that ignores its given task while other humans are
close by.

We term such situations “coexistence” environments, where there are at least two agents
present, that do not share a goal and are not jointly controlled. Figure 1 depicts the relation to
other types of environments used in the literature. In coexistence environments, agents have an
impact on other agents’ performances, most likely through sharing space or resources, while

All Environments

Coexistence
Environments

Competitive
Cooperative Environments
Environments Non-Zero
Sum Zero Sum

Fig. 1 Classification of multi-agent environment structures. Coexistence environments constrain the per-
formance of multiple agents to be interdependent but not exclusive. Cooperative environments and some
competitive environments are considered sub-sets
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both agents can in principle reach their goals. If there exists an explicit interdependence
to reach a certain goal, the joint task is classified as a cooperative scenario. Competitive
environments feature an explicit resource conflict. If this conflict results in sub-optimal
solutions for at least one agent, it can still be considered a coexistence environment. However,
zero-sum games, which result in only one agent being able to reach its goal at all will
not allow the coexistence of the agents. Coexistence environments are related to the Ad-
Hoc Teamwork (AHT) field where agents have to collaborate with unknown teammates.
Classical Ad-Hoc teamwork operates within the definition of cooperative environments as
agents have an overarching joint goal. AHT agents always share some part of the reward
function or goal, even in mixed-motive situations, where agents still share a collaborative
goal [16, 17]. A coexisting agent in contrast does not have to share a goal or part of the
reward function (but certainly can). This distinction places every AHT framework within the
realm of coexistence, extending the application space of AHT. Both AHT and coexistence
environments share common assumptions, including no prior coordination between agents,
no control over teammates, and no zero-sum competition. However, an important difference
between the two is that AHT environments have a single defined optimization target in the
joint reward, with which possible algorithms are evaluated. On the other hand, in coexistence
environments, defining an optimization target is not as straightforward as there are two
distinct, possibly opposing evaluation criteria. The first is the reward of the focal agent, and
the second is the joint reward of all other agents.

In this work, we propose a novel learning framework to solve coexistence environments.
Our approach entails obtaining two distinct sets of policies: one set for completing tasks
and another set based on how our actions influence other agents while they perform their
respective tasks. Task policies learn based on a reward function how to solve a given task
and the second type of policies is called interaction policies, which learn in self-play with
task policies how to assist them solving a task. Additionally, we derive an entropy-based
mechanism for blending these policies. Finally, we employ a goal inference approach, to
estimate the tasks of other agents during evaluation and include uncertainty.

Our method is based on the assumption that the environment is fully observable with
categorical action spaces. We assume further that every task can be (non-optimally) solved
by one agent alone. Each task that our agent wants to support needs to be solvable by the
agent alone, and it has to be able to simulate the task for self-play.

In addition to showcasing the scalability of this approach for agents with diverse intentions,
we analyze the advantages of employing this approach towards enhancing the task perfor-
mance of the population, while simultaneously minimizing any negative impact on the focal
agent’s performance. Scalability in our framework is achieved by decoupling task-specific
learning from interaction dynamics, allowing each component to be learned independently.
Once the task policies and interaction policies are trained, they can be recombined dynami-
cally for new agent-task scenarios without the need for retraining. The entropy-based blending
mechanism enables the seamless integration of these policies, adjusting to changing agent
populations and tasks. To support these claims we intend to answer the following research
question and sub-questions:

(1) Does incorporating entropy-based blending in policies enhance scalability and benefit
both population-level and individual focal agent behaviors?

(1.1) Does the combination of task and interaction policies enable an agent to solve the
given task while helping others under task uncertainty?

(1.2) Do we see a scaling benefit of the framework over traditional joint learning
approaches with an increasing number of agents?

(1.3) Does our system perform well when incorporating task uncertainty?
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The rest of the paper is structured as follows: We start by giving an overview over the
related work and show algorithms that achieve parts of our problem setting but fall short in
other aspects. Afterward, we present our algorithm with a new goal-predictive component to
deal with unknown goals of other agents extending previously published work [18]. Addi-
tionally, we extend our analysis to more complex scenarios with more agents, including a
new environment in our evaluation, and add a comparison to another method in a baseline
cooperative scenario. We conclude our paper by summarizing our findings and pointing out
interesting future research directions.

2 Related work

Coexistence environments provide several challenges, such as modeling other agents’ policies
and intentions, evaluating the impact of one’s own actions, integrating others in the learning
of a policy or interacting with unknown agents, working with many different tasks, and
scaling with the combination of single agent tasks. Many of the individual aspects have been
addressed by prior work.

An example of modeling other agents in the environment explicitly is the -POMDP [19]
framework. Decision frameworks using this model engage in explicit reasoning about humans
[20, 21] and use the mental model of others to improve their outcomes. Our approach does
not require a model of the environment during execution and uses the model of others to find
the best solution for the population while solving the agent’s task.

Multi-agent reinforcement learning The issues usually faced with problems involving
multiple agents are that learning a single network based on a joint reward signal faces a
credit assignment problem and has to deal with the combinatorial space over the task-agent
space, which leads to catastrophic forgetting and performance degradation. For this reason,
multi-agent approaches commonly deal with cooperative environments, where a common
goal is present such that individually optimal behavior is preferable in comparison to egoistic
behavior to achieve the best possible reward [22] and the aforementioned problems do not
occur. Such problems explore the difficulty of coordinating to achieve the best reward [23]
but do not generalize to problems where the focal agent’s best strategy does not align with
the strategy that achieves, given successful coordination, the highest population reward.
Integrating other agents from the population in the learning process of a policy is a central
aspect of Multi-Agent Reinforcement Learning (MARL), where all agents are jointly trained
together [22, 24]. One approach in MARL is to train a set of agents by extracting joint action
values as a complex non-linear combination of single agent values to act on decentralized
local observations [25-27]. The resulting policies are restricted to a specific set of tasks for the
agents, which restricts the generalizability of the system to new tasks, which we do consider in
this work. In [28], agents are trained in a centralized learning, decentralized execution regime
and compute a credit score by taking other’s perspectives but need to retrain the complete
policy if their own goal or that of the other agent changes. Previous work has also considered
Multi-Agent systems that have to solve multiple tasks [29]. They introduce a monolithic
learning regime to learn over multiple tasks using a single policy without providing task
identities. This approach scales well for cooperative tasks but is strictly limited to these
areas, whereas we do not rely on shared goals between agents.
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Ad-hoc Teamwork Another multi-agent problem setting is Ad-hoc teamwork, where, in
contrast to traditional multi-agent reinforcement learning approaches, one agent is controlled
instead of many during evaluation. Ad-hoc teamwork is a single-agent learning problem
where the agent has to be capable of cooperating on the fly with other agents without prior
coordination [17]. A popular approach is to compute Bayesian posteriors over predefined
teammate types, which are then used in other models, such as reinforcement learners [30,
31]. Others use transfer learning intending to reuse knowledge across agents to enable faster
adaptation to new agent types [32, 33]. Melo and Sardinha [34] learn a teammate’s task from
a set of predefined tasks and learn to cooperate in any of them. However, this does not factor
in the possibility of changing the task of the learning agent, and only joint policies that do
not scale beyond a few select tasks are learned.

Almost all approaches in the current literature are restricted to a joint goal formulation
of all agents and do not consider open environments [35]. The framework of [36] models
action impact on policies using Graph-Based Policies (GPL) to adapt to open environments.
However, GPL only considers the impact of other agents’ actions on their reward not how
much impact one has on everyone else in the environment. Additionally, GPL is trained on
one task distribution for the present agents and can not deal with a different task distribution
during evaluation by design. Our framework addresses the problem of learning to coexist in
environments with a changing number of agents that each perform their tasks, addressing
openness in the task space as described in [35].

Policy Blending Maximum entropy methods have been shown to produce policies that are
robust to minor changes in the environment or other agents’ behaviors [37-40]. Combining
energy-based policies as a product of experts has also been shown as an effective measure to
solve problems that include multiple sub-tasks [41-43]. Other policy blending measures in
the literature are used for shared control with an arbitration mechanism between policies [44—
46]. They either use the human policy or a generated one, which is decided based on some
computed factor or the presence of human inputs. On the other hand, we look at interaction
with others instead of sharing control and blending policies by combining them instead of
arbitrating which one to use.

Goal Inference To solve the problem of not knowing other agents’ intentions, various meth-
ods and approaches exist to tackle goal inference. Some approaches try to reimplement
human Theory of Mind (ToM) models from Cognitive Science on an agent [47-51] or make
use of perspective-taking to infer a ToM [52-54]. In our work, we also take the perspective
of the other agent to infer their goals. Other approaches are more computationally inspired
and make use of Inverse Reinforcement Learning [55-57] or Bayesian Inference [58—60] to
implement a ToM model. In recent years several approaches made use of deep neural net-
works to estimate the mental state of an agent [61-63] and we use a fully connected neural
net as well in our work to estimate a distribution of goals because of the simplicity of the
approach.

Prior work has not dealt with the complexities that come with coexistence and, as a result,
only solves the problem in part. Our work creates a new framework to view multi-agent
interaction in varied tasks as a decomposable problem and solves it through this inherent
structure.
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3 Entropy-based policy blending interaction

We propose to model a coexisting agent that navigates the world using separate task and
impact policies. In addition to modular policies, we use a goal inference model and a recom-
bination mechanism to infer the action distribution to sample from during evaluation (Fig. 2)
to avoid both of these problems.

We start this section with the formal definition of the problem setting. We describe how to
learn task policies and interaction policies. We follow with a section on how we construct our
goal inference module. To close off the section, we explain how our policy recombination
works and derive its formal properties.

We define the problem where each policy attempts to solve a stochastic game given as
the tuple (N, S, {A'}icq1...ny Py {r'}ieq1... Ny, ¥)- N tefers to the number of agents where
N = 1 is the standard single-agent MDP. S is the set of states of the world. A’ is the set of
actions available to agent i with A := Al x ... x A¥. P : S x A — A(S) defines for a
time step ¢ € N the transition probability to go from state s € S to state s’ € S in the next
time step. We introduce an action that does not change the world state as ag and can be seen
as the neutral action (i.e. standing still) in each environment. r} :S x A — R is the reward
function that returns a scalar value to the i -th agent for a transition from (s, a',a ina given
timestep 7, where @~ is the action vector of all agents except agent i . For formulations where
only the action of the ego agent is relevant, we abbreviate our notation to a classic single-
agent MDP formulation and omit to mention other agents. We define the policy function that
outputs an action given a world state as 7 : S — A. We also use pr (s;) and p5 (¢, a;) to
denote the state and state-action marginals of the trajectory induced by a policy m(a;|s;).
Individual success is defined as R' = > r,i, while coexistence success can be measured
through the sum of rewards Z,N R’ of all agents in a given episode. For abbreviation and
clarity purposes, when talking about distributions in the following section, it is implied that
the distribution of a policy is given by = ~ m(:|s) | s € S. An agent can only control its
actions and receive the corresponding reward signal. We refer to policies learned to solve
a given task as “task policies” and policies learned to improve the interaction with another
agent with a given task as "interaction policies”. We do not consider planning on the level of
continuous trajectories but rather on a level of categorical actions. Based on this abstraction
level, we also assume that our agent learns to solve the other agent’s task conceptually. We

Interaction
Policies

Interaction
Model Store

Goal
Inference
" [Task Model
@ Store

Fig. 2 Architecture of the entropy-based blending framework. It consists of task policies, that are trained to
solve the task of the acting agent and the interaction policies model the influence of actions on other agents’
possible goals. The goal inference model estimates the distribution over goals for the other agents, which is
then used together with an entropy measure between policies to create a combined policy and act based on it

sample a
action
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Algorithm 1 Action selection of the entropy-based blending framework.
Task policy: ¢
Interaction policies: w1, ..., 7, : n = Number other agents
Goal inference model: 6

for tinl : T do
Observe state s € S
Compute action distributions 7 (-|s), w; (:|s) | i €1l,...,n
Compute goal distributions g; =6(s) | i€l,...n

Combine action distributions using weights based on (9), (8), (5)
Sample action a from 7 using (7)
return a

end for

motivate these assumptions by reasoning that a robot cannot do exactly the same as a human
physically due to the limited capabilities of the robot. Instead, our method focuses on being
able to reproduce the same goal on an abstract, predefined level, where the robot comes up
using simulation with a theoretical plan of how the human would solve a problem. Multiple
individually learned task policies will be kept in a task model store, to be activated based on
the current task and likewise for interaction policies. Once an agent is deployed, their task and
all relevant interaction policies are recombined into a single policy to solve the compound
system (Fig. 2) using an entropy-based blending mechanism.

3.1 Learning task policies

We derive our theoretical work based on the maximum entropy reinforcement learning (Max-
EntRL) framework [38, 64]. Maximum entropy policies have many desirable properties, such
as good exploration and possibly finding multiple solutions to a problem, something that is
desirable in coexistence environments because it allows agents to be flexible in their decision-
making. We learn our task and impact policies using PPO and use the connection of policy
gradient learning to Maximum Entropy RL. Schulman et al. [65] proves the equivalence of
entropy regularized policy gradient methods and Soft Q learning. Due to the usage of PPO
with an entropy regularization term, we can view it as a Boltzmann distribution, despite using
additional implementation details to stabilize the training process, such as gradient clipping.
We show the derivations regarding maximum entropy RL and then show how they can be
practically applied to PPO policies when discussing the combination of the policies. MaxEnt
RL adds an entropy term to the reward and maximizes the entropy over the policy distribution
over each time step in addition to the traditional reward. In PPO the entropy is added as an
additional loss term, which is maximized similarly. The optimal policy function for MaxEnt
RL with finite horizon T is
T

Thlaxfor = ArEMaX D Esapmps 1 (s, ar) + aH G Cls)], (1)
t=0
where temperature parameter « controls the importance of the entropy in relation to the
reward. By using this adapted objective, the policy automatically explores more of the state
space. The expected future return includes the future entropy for taking an action a in state
s and following policy 7. The optimal policy 7 can be estimated by a Q-function as an
energy-based model (EBM) [38]

1
m*(als) o exp <& 0*(a, S)) ) 2
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with the Q-function taking on the role of negative energy. The resulting Boltzmann policy
is shown to be similar to policies produced by policy gradient algorithms such as PPO. The
Q-values are the basis for drawing samples from a Boltzmann distribution, which offers the
advantage of being able to derive the distribution we are sampling from analytically. The
adoption of this method constrains our work to discrete action settings, such as robots using
an action library. The method is applicable to any environment, where policies that output
categorical distributions for action sampling can be trained. Following [18, 38] one can define
the optimal soft Q as

oo
ot (51 an) =r1 + Es, 1, )~p, |:Z v i + QH(JT*('|SZ+1))):|

I=t

with y € [0, 1) as the temporal discount factor.

3.2 Learning impact-aware interaction policies

Formally, we define the impact / to be the value/reward an action of one agent i provides for
another agent j as

T

Iis,ai —E . Z [rjs,ai,aj
/( t,d;) SH_I:TNPﬂj,alJNnj(SI) ; v ri (s, ap,a;)
=t

T
-k ' > ylrl s ah.al) |
S[+11T~pn‘j»a/"’ﬂj(8[) v ( 1> dgs l)

I=t

i i
Q17 = “o}

where we assume a finite horizon 7'. For an action a taken by agent i in state s, the impact is
the change in expected return for agent j between the original state and the subsequent state,
where the actions a/ and @’ are made simultaneously. We measure only the impact this one
intervention action has by setting all hypothetical subsequent actions not to change the world
state. This formulation quantifies the marginal contribution of agent i’s action to the expected
future reward of agent j, capturing how much agent j’s expected performance changes due
to agent i’s decision. As such we rewrite the impact in terms of the value function of agent j

(s a) = i (s, af.al ~7i(s0)) + VI (si11) = VI (s),

where P (s;+1|s;, a;). Computing the impact requires estimating the value function of the
given task of agent j. We assume the agent knows how to solve the other agent’s task as the
agent has learned all tasks that other agents might be doing and that we want to be able to
assist later. During self-play later this assumption allows us to initialize the other agent with
previously learned task policies. We take the other agent’s perspective and use our internal
Q-model to estimate the values with the internal Q model corresponding to the task that agent
Jj is currently pursuing. Using this impact measure, the agent learns an impact-aware policy
in the maximum entropy fashion, where the reward is now given by /.
We formulate our impact training objective as

N T-1
Tty = Y Y Eag~pll (s a)) + aH(mi(ls)]. ©)
J=L.j#i 1=0
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From that formulation, it is straightforward to derive a soft Bellman operator as with the
task policies _
Qi(s,a) < I(s,a") + YEy~p(s'is.a) [V,(S/)] -

The agent uses self-play to learn the impact models, eliminating the need to train with
others with policies unknown to the agent.

3.3 Learning a goal inference model

In order to compute the impact that one agent has on the other agent, we need to know which
goal the other agent is currently pursuing and learn a Goal Inference (GI) model. Since
agents in a coexistence environment can interact on the fly without prior communication, the
goal of the other agent might not be known a priori and need to be estimated. We propose
a dedicated model to infer the goal for each other agent in the current environment, which
is learned from past episodes. We focus inference on the goal g; pursued by a given agent
Jj - The model predicts a probability distribution p(g) over all ng possible discrete goals G
given a sequence of the past states of the environment s; ;1 ;—2. We record episodes with
agents solving their tasks in an environment and train on a fully connected neural net on the
goal-labeled data with the cross-entropy loss

L(B1) = — ) _ yg log p(glst,i-1,-2; 6.
8€g

We train to minimize the average loss

1 N
min 5 Z LG “)

i=1

The resulting distribution

P(glsti—1,1—2; Oc1) = Softmax(0g1(ss,1—1,1—2))

can be used as a weight factor for each present agent for every task as a weight vector
wg = p(glss,i—1,0—2; OaD). ©)

During deployment, the model selects the task policy corresponding to its goal, and for
each agent in the scene, the impact-aware interaction policies match the respective agents’
goal distribution as computed by the goal-predictive model.

3.4 Recombination of policies

Our framework’s final and integral building block is the combination of the resulting distri-
butions from interaction and task policies. We propose a blending mechanism that bounds
the experienced regret of blending. In Fig. 3 we depict the weighting for a simple case with
only one interaction policy. Combining policies is also known as policy blending and prior
work has shown that compositionality arises naturally when using maximum entropy rein-
forcement learning [40] and that this approach is also known as a product of experts [41, 42].
Policy blending enables a clear separation between the policies directed toward other agents
and those directed toward one’s own goal. This is a crucial factor in enabling scalability to a
greater number of agents and a wider range of task combinations. In the following equations,
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Task Distribution Interaction Distribution Blended Distribution
High Entropy
1.0 1.0 1.0
- ® | — |
00 fv¥err—rr—r— 00 f¥moreoreor—— 00 +t————
a0 a1 a2 a3 a4 a0 a1 a2 a3 a4 a0 a1 a2 a3 a4
Low Entropy
1.0 1.0 1.0
_ O —> |
00 "= 00 L—r>v—r—+— 00 t—7—7——
a0 a1 a2 a3 a4 a0 a1 a2 a3 a4 a0 a1 a2 a3 a4

Fig.3 Visualization of the weight blending. Example of two different distributions produced by task policies
with the same distribution by an interaction policy. The combined policies blend according to the entropy of
the task distribution

we show the composition based on Q-values but note that this can be done in an analog
manner for categorical distributions to sample actions from a policy gradient method such
as PPO by establishing that the sum of Q-values at any inference step for every network is
normalized. We compose an agent’s final policy with Q-function Q¢ based on the (weighted)
sum of a given task policy Q7 and the impact policies Qg ;

QC—tht‘i‘(l—wt)ZZngm (6)
jel £keG ™)

iel geg

The weighting of g-values aims to reduce the negative impact of incorporating interaction-
aware elements into the task policy. When using policy gradients that directly compute a
distribution over actions, we need to adapt the combination of policies. By taking (2) we
derive that

N N
exp (Qc) = exp (Z wy Qn> =[[exp . 0n)
N N
(0% 1_[ T = exp (Z W log(nn)> . (7)

Thus, we conclude that we can directly sum the weighted policies in log space and that
they are not bound to value-based methods through the previously mentioned equivalence in
resulting action distributions. The objective of our weighting scheme is to automatically find
a good trade-off between the focal agent’s reward and the reward of the other agents. The
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weighting scheme prioritizes the task distribution when following the policy is critical, and
assigns bigger weights to the interaction policies if we can blend them in without incurring
significant costs. We propose using the entropy’s complement H € [0, 1] to weigh the task
distribution 7; and the compound interaction distribution 7. o Q.. First, we introduce a
lower bound of the policy blending process using an arbitrary weight w € [0, 1], extending
the proof of [40].

Lemma 1 Let QF and Q3 be the soft Q-functions corresponding to the optimal policies for
reward functions ry and ry, respectively. Define Oy = wQT + (1 — w)Q3, where w is a
weight parameter. Then, the optimal soft Q-function QF. for the combined reward function
rc £ wry 4+ (1 — w)ry satisfies the following inequalities for all s € S and a € A:

Oy (s,a) = Q¢(s,a) = Oy (s,a) — C*(s, a),
where C* is the fixed point of

C(s,a) < YEgps'is.a) [Dw(m(~|s/)llﬂz(~|8’)) + max C(s', a’)]
a
and Dy, is the Rényi divergence of order w € [0, 1].
Proof See Appendix A. O

Corollary 1 Following Lemma 1 we can deduce that the regret of using policy w> instead of
policy w1 is proportional to the Rényi divergence K (i1, w2) o Dy, (7r1]|72).

Lemma 2 The expected Jensen-Shannon distance to a fixed policy m; for a policy . drawn by
a Dirichlet process DP with a non-informative prior is proportional to the negative entropy
of the policy ;.

Er ~pir(1,1,..,1) [ISD(s||7e)] o —H(7y).s

This establishes that we have a regret term that is bound by the Rényi divergence of the
two policies. In the following section, we use the fact that the JSD is the Rényi divergence
with order 2, and since the Renyi divergence is strictly increasing with its order [66], the JSD
is an upper bound to the previously established bound of the regret. We continue to show that
in the expectation the JSD is proportional to the entropy of the task policy and is an upper
bound of the regret K, establishing

K, me) < Eqo~pirai,1,...,1) ISD( ||7me)] o¢ —H (),

By utilizing the relationship between the entropy of the task policy and the amount of
blend-in of the compound interaction policy, we can ensure that incorporating it does not
increase regret. The entropy of the distribution H4|(r) is computed based on the number
of actions and the max entropy is normalized to one. The entropy of a policy encodes the
uncertainty of which action to take and lets us assign a small weight to distributions with high
uncertainty and a large weight to those with low uncertainty. Entropy is a sensible choice
for blending two policies as the regret is inversely proportional to the entropy. Therefore, we
propose to compute the weight w, of the task policy depending on the entropy

w, =1—"Hp(m,), (8)
where | A| is the number of actions in the action space. Since the regret of using the compound

policy is influenced by the distance of the task distribution to the interaction policies, we use
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the pairwise Jensen-Shannon Distance (JSD) as the weights of the interaction policies in the
blending process. We define the weight w; for policy n; as the JSD to the task distribution
times the respective goal’s assumed probability as computed by the goal predictive model

Wi = weISD(m||mi ). )
geg

These weights are then used in (7). To summarize, we compute the Q-values of the given
task for each action, then compute the Q-values for each action with respect to the impact
on each other agent and obtain categorical distributions. The weighting of distributions is
done using the entropy and JSD between the task action distribution and the impact action
distribution. Finally, the distributions are combined as a weighted sum, and an action from
the resulting categorical distribution is sampled.

3.5 Training procedure

We propose to use PPO as a training algorithm but emphasize that any algorithm, that produces
a maximum entropy policy and can learn the tasks at hand, is compatible with the framework.
The algorithm trains a set of ego task policies and uses them to simulate a second agent in self-
play to learn a separate impact policy for each task it has previously learned. During impact
learning the agent performs actions but uses the reward of the second agent for training.
The agent optimizes its positive impact according to the impact reward formulation in (3).
The interaction policies are updated using the same methodology as is standard for PPO.
For optimization we use the ADAM optimizer [67] with weight decay. After training has
finished, we test the framework by simulating our agent in coexistence with agents trained
on their given task with an independent method and measure the focal agents’ performance
and the team’s performance.

We use two fully connected layers with 64 units for each policy in the particle environment
and an additional CNN layer with 3x3 kernels and 16 channels in the Level-Based Foraging
and cooking-zoo environment. In each environment, we use a policy head with the number
of actions as output. We train on 6000 episodes in the cooking environment, 1000 in the
Level-Based Foraging environment, and 200 in the particle environment for each task.

4 Experimental evaluation

We test our framework in coexistence and cooperative environments, namely a navigation
multi-particle environment [68], a cooking environment!, and a gathering environment [69].
We use CookingZoo and show the scalability of our method to complex environments and
tasks, even when the intentions of others are unknown. We analyze the model’s performance
compared to the ablation of our blending methods and the baseline.

CookingZoo Previously established cooking environments were limited to a single joint goal
of cooperating agents, modeling only strictly cooperative tasks, whereas our environment
allows each agent to have separate recipes. Our environment supports the latest versions of
the gymnasium? and pettingzoo® libraries, enabling easy usage of common RL frameworks.

1 https://github.com/DavidRother/cooking_zoo
B https://gymnasium.farama.org/
3 https://pettingzoo.farama.org/
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We support different reward schemes with rewards for sub-goals or only for complete dishes,
as well as a configurable time penalty.

Kitchens in our environment consist of movable components and static stations (such as
counters, knife stations, and dish racks). Agents can move in all four directions or stand still
and all agents move simultaneously. Moving against a counter or tool picks up, puts down,
or uses an object or tool. An episode is concluded once all agents have delivered their recipe
or after a defined amount of time steps have elapsed. Positive rewards are given either only
for completing recipes or for each correct step within a recipe (such as cutting the correct
ingredient). In this work, we used the latter scheme. In addition, each time step/action comes
with a small negative reward. Finally, we penalize actions that revoke recipe progress (i.e.,
placing a wrong ingredient on a plate along with the correct ingredients). The observation
space is represented by a tensor that consists of stacked layers containing information about
each object type, where the layers have the dimensions of the grid.

Figure 4 depicts the cooking setup used in our experiments and two possible recipes.
The environment is divided into two separate spaces to focus on interactions through active
actions (placing an ingredient) and avoid other influences such as collision. One space is
for the focal agent that is separately trained according to the corresponding training regime,
and the other is on the right for the other agents that are task-specific trained PPO agents.
A specification of the hyperparameters and network used during training can be found in
Table 1. We sample during training of the task policies from all valid starting positions,
placing any ingredient anywhere reachable for that agent if it is needed for its recipe. The

()

/.
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Fig.4 The cooking environment used in the experiments. CookingZoo is a sparse reward environment with
distinct goals in the form of recipes. Recipes require a combination of ingredients, which might have to
be processed using tools. Two examples are shown in the lower part of the figure. The placement of tools,
ingredients, and layout are freely configurable to create diverse scenarios. Two example states are shown with
separate workspaces for two agents. While the human (right) picks up bread, the robot (left) moves the carrot
to a space accessible by the human
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Table 1 Customized hyperparameters for proximal policy optimization

Hyperparameter Description Standard Value
y Discount factor 0.99

X GAE (Generalized Advantage Estimation) parameter 0.95

€ Clipping parameter 0.2

K Number of epochs per PPO update 10

T Number of steps per environment rollout 2048

N Number of actors (parallel environments) 1

o Learning rate 3x 1074
cl Value function loss coefficient 0.25
Entropy start Initial entropy coefficient 0.1
Entropy end Final entropy coefficient 0.001
Annealing steps Entropy coefficient annealing steps 4000
Batch size Size of batch sampled from buffer 100
Buffer size Size of experience buffer 4000
Gradient clipping Maximum gradient norm 0.3
Weight decay Use of L2 regularization 0.0001

) Entropy loss coefficient 0.01

design of the counter and tools remains fixed. For training interaction policies and evaluation,
we move one ingredient the agent on the right side needs to the left side, making it dependent.
On the left side, there are three possible recipes to be completed, while on the right side,
there are four recipes to be completed, since there are more agents on that side during our
experiments. The structure of the recipes is depicted in Fig. 4. An agent has to prepare two
different ingredients using the cupboard, place them in any order on a plate, which he has
to get from the dish rack, and then put those on a star-marked square. We train one policy
for each of the 7 recipes available in our framework’s environment. Subsequently, we train a
goal inference (GI) model to recognize the recipe other agents are cooking. At last, we train
the interaction policies for the recipes. The training plots of the policies Fig. 5. To evaluate
our system we look at scenarios with two, three, and four agents present. The position of the
tools is fixed, while the ingredients are randomly sampled, with the only restriction during
evaluation being that one ingredient per agent on the right side is only accessible to the left

Task Training Interaction Training
40 A 40 A
e
g 20 A 20
&
0 1 0
—20 A —20 4
T T T T T T T T T T T T T T
0 1000 2000 3000 4000 5000 6000 0 1000 2000 3000 4000 5000 6000
Episodes Episodes

Fig. 5 Average reward of the task learner on the left and the interaction learner on the right during training
plotted over the number of training episodes in the cooking environment for all recipes using 10 random seeds.
The shaded area shows the standard deviation
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agent and that all required ingredients of the left agent are reachable. This allows us to test
only relevant scenarios, where an interaction of the focal agent is useful and necessary, and
no symmetric reliance on others is ensured.

Particle Navigation We evaluate a target area reaching task on the particle environment as
seen in Fig. 6, as navigating in a space with multiple other agents present is one of the most
prominent tasks anyone has to solve when roaming in the real world. We explore different
combinations of target areas for our agents to reach. Compared to the original, the twist in our
environment version is that agents are additionally rewarded based on the others’ position,
such that, within an agent’s target area, there is an optimal area for the other. Starting positions
are randomly sampled within the entire area. The reward function is the distance to its goal
area summed with the others’ distance to the second area times -1 to penalize being further
away. The observation space is a tensor consisting of four layers, where each layer is a grid
over the world space and contains information about the speed or position of an agent at that
position.

We train the task and interaction policies on 35 goal areas and their corresponding inter-
action areas in separate training processes. We rasterize the environment to have a sufficient
number of tasks available in a single environment to be able to evaluate how a system scales
with an increase in the number of available tasks. As in the cooking environment, we trained
a goal inference model that predicts a distribution over the expected goal area. We conduct
experiments on 5 scenarios with four other agents present and compare the results of our
framework with and without entropy weighting with a joint learning system, which is learned
on the final tasks with four other present agents.

Level-Based Foraging In the LBF environment [69], agents and apples are placed on an
8x8 grid as shown on the right in Fig. 6. This environment is a cooperative environment as
all agents have the same goal. This environment allows us to compare the performance in
a previously established domain. Apples have levels 1, 2, or 3. The main objective for the
agents is to gather all the objects on the grid. Agents can move in any of the primary four
directions, remain stationary, or collect objects that are next to them. To successfully collect
an object, the combined levels of the agents trying to collect it must be at least equal to

Fig.6 The particle (left) and level-based foraging (right) environments
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the object’s level. When an agent gathers an object, it earns a reward corresponding to the
object’s level. An episode concludes once all objects are collected, or after the maximum
number of time steps (400) are exceeded. We add a step penalty to the original environment
to encourage faster completion of the task. The observation space is a tensor consisting of
four layers, where each layer is a grid over the world with either the level information of an
agent or the level information of a fruit type.

We train a baseline agent to solve the task with pre-trained agents on the joint reward, as
well as an agent using our proposed system, who gets a separate reward for collecting apples
himself for the task policy and the interaction policy only gets rewards for apples the other
agent collects. We also compare our method in the cooperative to the state-of-the-art baseline
GPL [36].

4.1 Evaluation of coexistence environments

To answer our research questions we first show the performance in coexistence environments.
We compare our proposed entropy-based blending method to a baseline joint learning model
and the maximum performance of a single-agent learner. An episode for an agent counts as
completed once its recipe has been finished or the target location has been reached. The joint
reward learner explicitly optimizes for the combined reward of the team and shows potential
gaps in either one’s own completion rate or those of others.

The experiments were conducted using ten different random seeds, with each seed sam-
pling 100 environment setups for three different task combinations each. The primary metric
for evaluation was the completion rate.

We show in Fig. 7 that the entropy-based blending method for both individual agents
and the team reward outperformed the joint learning method in the cooking environment.
Notably, the joint learning method demonstrated an inability to learn effective coexistence
strategies, performing much worse than the entropy-based blending method.

In the particle environment, similar trends can be observed. The entropy-based method
surpassed the joint learning model, suggesting its effectiveness scales with an increased
number of agents. While performing better than in the cooking environment, the joint learning
method did not match the entropy-based blending method’s performance. The entropy-based
method and the joint reward learner were able to perform their own tasks at a high rate.
In the particle environment, both approaches perform nearly the same as in a dense reward

[ Team [ Focal Agent [ Other Agents [l Best Task

Cooking 2 Agents Particle 2 Agents
Q
‘:E
X
c
i)
Q
£
o
o
Entropy Joint Entropy Joint

Fig.7 Average completion rate over 3000 testing episodes on 10 training seeds of the entropy-based blending
approach and the joint rewardlearner in the cooking and particle environment with a single other agent present.
The red line shows the average completion rate of an agent acting only based on its task policy
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- Team - Focal Agent - Other Agents
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Fig.8 Average reward over 3000 testing episodes on 10 training seeds of the entropy-weighted blending, the
joint learning, and the perfect goal inference with entropy blending with task uncertainty

environment. In the cooking environment, the entropy-based method outperforms the joint
reward learner, which we found to be significant when using a two-sample t-test (p = 0.0)
for the team performance results. The performance of both approaches is close to an ego
agent, indicated by the red line in both plots, showing that we do not have to sacrifice to
achieve our goals in order to coexist. The results are within expectation, except for the
joint reward learner not being able to learn a meaningful joint policy that helps the other
agent. The joint reward agent does not discover the optimal joint solution but only finds
suboptimal local solutions, which benefit either himself or others, highlighting the difficulty
of the exploration problem with off-the-shelf RL methods. This highlights the complexity of
the credit assignment problem [70-73], when other actors cause a reward signal and when
the reward of a good interaction is delayed, as in the sparse reward cooking environment.

4.2 Evaluation with task uncertainty

In the next evaluation, we tested whether our framework can effectively handle the uncertainty
of which tasks others are doing. We compared our model’s performance with and without
perfect goal prediction and the joint learning strategy, which has access to the other agent’s
tasks. The comparisons were made in the cooking and particle navigation environment, as
shown in Fig. 8. The accuracy of our goal inference in the cooking environment is shown in
Fig. 9. At the start of the episode, when little information is available about the other agent,

Goal Inference Accuracy over Episode Time

-
o

’_\/'W

o
o

Accuracy

0.0 0.2 0.4 0.6 0.8 1.0
Episode Time

Fig. 9 Goal inference accuracy over episode time in the cooking environment evaluated on 3000 testing
episodes on 10 training seeds using one agent to interact with. The episode times are normalized between 0
and 1 to account for episodes of different lengths. The shaded area is the standard deviation from the mean

@ Springer



27 Page 180f28 Autonomous Agents and Multi-Agent Systems (2025) 39:27

accuracy is lowest and then increases over time until about 60% of the episode time. This
shows that meaningful interaction is only possible after some time, and opportunities to have
a positive impact, especially at the start of an episode, might be missed. The decrease in the
later half of the episode in accuracy can be attributed to the other or focal agent not being
able to finish the episode and something unexpected happening, hindering task inference.
We use the same setup for the first results but use reward as a metric to highlight differences
in total performance.

In the cooking scenario, our framework with the entropy-based combination performed
very well, even when compared to the version with perfect goal prediction, with only slight
differences in the achieved reward. As observed before, the joint learning model did not
perform as well, failing to learn effective ways for the agents to interact and collaborate
while completing tasks. In the particle environment, the differences between all the models
were minor, with the joint learning and perfect prediction module showing only a small 0.08%
improvement over our framework. This suggests that having a perfect prediction or complete
information in these environments does not significantly impact the overall performance.
The only noticeable difference was found in the cooking environment, where a t-test showed
that the difference between the perfect goal prediction and our entropy-based model was
significant(p = 0.02).

Overall, the results confirm that our framework is capable of handling task uncertainty
effectively. The improvements that a perfect goal inference yields in performance are minor,
underlining the stability of our approach. We also see that a joint reward learner, even with
complete information, does not always lead to better outcomes, especially in complex tasks,
where good interactions earn delayed rewards.

4.3 Scaling to multiple agents

This section examines the scalability of the entropy-based blending approach when the num-
ber of agents increases. We extended our evaluation to include setups with four agents in
the cooking environment and five in both the particle navigation and LBF environments.
In the LBF environment, we additionally compared against a state-of-the-art method for
cooperative environments graph policy learning (GPL) [36]. Results are presented in Fig. 10.

In the coexistence tasks represented by the cooking and particle environments, our method
demonstrated an ability to outperform the joint learning approach, reinforcing the scalabil-

B team [ FocalAgent [ Other Agents

Cooking 4 Agents Particle 5 Agents LBF 5 Agents
20
40 -15.0
° 15
= 20
-17.
% 5
® o0 -20.0 10
-20 . -22.5 . 5 .
Entropy Joint Entropy Joint Entropy Joint GPL

Fig. 10 Average reward over 3000 testing episodes on 10 training seeds of the entropy blending, the joint
learning, and the perfect goal inference approach reached during evaluation in the cooking, particle, and
level-based foraging environment with 4, 5 and 5 agents respectively
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ity of our entropy-based blending method when handling multiple agents. The observed
effectiveness is attributed to our system’s dynamic adaptation to the increased interaction
complexity that more agents introduce.

Contrastingly, in the cooperative LBF environment, our approach showed a lower per-
formance compared to GPL and the joint reward learner, which we found to be significant
(p = 0.0). The decrement in efficiency can be attributed to the higher entropy levels within
the agents’ policy distributions in our framework, as seen in Fig. 3. The increased entropy
caused slower execution times during the task execution phase, subsequently affecting the
overall reward.

The inherent increase in entropy is a trade-off for the enhanced exploration and robustness
against uncertainty in agent behaviors. While this trait is advantageous in scenarios requir-
ing diverse solution strategies, it becomes a limitation in environments where the speed of
execution is directly correlated to the reward, such as the LBF setup.

The joint learning approach fared well in the LBF environment, where the agent’s individ-
ual success naturally aligns with the team’s performance. In such contexts, the direct coupling
of individual rewards to collective success proves beneficial, as evidenced by the superior
results of the joint reward learner when paired with GPL.

The results confirm that our entropy-based blending framework can effectively scale to a
larger number of agents in multi-agent systems. Even though there is a performance trade-off
in cooperative environments where execution speed is crucial, our system maintains compe-
tence in solving the given tasks. These findings suggest that our framework, with its ability
to balance exploration and exploitation, holds promise for diverse multi-agent applications,
especially in complex coexistence scenarios. Future work may explore optimizing the entropy
levels to enhance execution speed without compromising the quality of exploration.

4.4 Effects of entropy-based weighting

We establish whether an entropy-based weighting approach for combining interaction and
task policies in multi-agent environments has empirical benefits over an equal weighting
scheme. Again, we tested the entropy-based blending across the three environments: cooking,
particle navigation, and LBF. The findings, illustrated in Fig. 11, show the results of our
entropy-based method in comparison to the equal-weighting baseline.

I Team [ Focal Agent [ Other Agents

Cooking 2 Agents Particle 2 Agents LBF 2 Agents
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Fig. 11 Average reward over 3000 testing episodes on 10 training seeds of the entropy-weighted and equal-
weight blending in the cooking, particle, and level-based foraging (LBF) environments
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The cooking and particle navigation environments show a performance difference between
the entropy-based and equal weighting approaches. Empirically, the entropy-based method
accomplishes its task objectives with a higher reward and demonstrates, in addition, more
efficient interaction with other agents. The faster execution times allow the agent additional
time to assist others, further compounding the advantage of the entropy-based blending.
Conversely, the equal weighting method sometimes encounters situations where interaction
and task policies command the agent to go in different directions, leading to indecision or
suboptimal actions.

In contrast, within the purely cooperative LBF environment, our analysis indicates no sta-
tistically significant performance difference between the entropy-based and equal weighting
schemes. This outcome aligns with our expectations, as the LBF’s cooperative nature renders
the policy alignment less impactful on the overall performance. A possible reason is that the
challenge within the LBF environment lies in the collective discovery of an effective strategy
rather than the reward structure. The reward structure causes the optimal strategy for a single
agent to be closely related to the optimal strategy of an agent. This is in strong contrast with
our coexistence environments, where the discovery of strongly coordinated behavior is not
necessary but the reward structure inherent to the problem makes joint learning hard.

5 Conclusion & future work

This paper introduced a formulation and methodology to systematically learn a framework
of task and interaction policies separately from each other and to combine them under task
uncertainty using an entropy-based blending. We showed that we can learn these policies
and a goal inference model for task uncertainty. The interaction policies worked with more
than one other agent and increased the group’s overall performance in multiple environments
across various tasks. Our entropy-based policy blending shows that our system keeps the
regret drastically lower than a simple policy averaging approach. Despite never seeing the
test distribution of tasks with specific other agents, our framework achieved good results
in all tested scenarios even with multiple interaction partners. We demonstrated the extrap-
olation ability by recombining policies to new task combinations, allowing our system to
scale much more favorably than a joint training approach while keeping and even exceeding
performance. Experiments demonstrated an ability to scale to a complex, sparse environment
with multiple agents. Our goal inference model performed reasonably and supported finding
good interaction policies with increased accuracy over time. Our comparison to established
methods using joint learning and GPL in a cooperative environment highlights that we can
learn cooperative behavior and that the difficulties one encounters in coexistence challenges
lie in the reward structure of the presented tasks. Our work is limited to discrete action spaces
because the computation of the entropy factor requires a bounded range. Additionally, our
method is constrained to environments where tasks can be done independently or when coor-
dination with others does not exceed one additional player, since we trained with only one
partner in our experiments. This limitation could be worked on in future work by incorpo-
rating policies that know how to interact with a group in environments where coordinated
actions of groups larger than two agents are crucial. Another possible extension of this work
could extend the approach to account for different types of co-existing agents, particularly
human players, to establish robustness.
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Appendix A: Proof of Lemma 1

Lemmal Let Qf and Q3 be the soft Q-functions corresponding to the optimal policies for
reward functions ry and ry, respectively. Define Oy =S wQi + (1 — w)Q3, where w is a
weight parameter. Then, the optimal soft Q-function QY. for the combined reward function
re 2 wry 4+ (1 — w)rs satisfies the following inequalities for all s € S and a € A:

Oy (s,a) > Q¢(s,a) = Oy (s,a) — C*(s, a),
where C* is the fixed point of

C(s,a) < yEy~psis.a [Dw(ﬂf(-IS’)llﬂik(-IS’)) + mggC(S’, a’)} ;
a

and Dy, is the Rényi divergence of order w € [0, 1].

Proof We will prove Lemma 1 by induction on the number of Bellman updates and by using
properties of soft Q-functions. The idea is to show that the soft Q-function for the combined
reward rc can be bounded by the weighted sum of the individual Q-functions Q7 and Q%,
with an error term that depends on the divergence between the policies 7{ and ;.
Step 1: Base Case k =0

For the base case (no Bellman updates), we start with Qg)) (s,a) = QOy(s,a) =
wQ7(s,a) + (1 —w)Q3(s, a). This holds trivially by definition of Qy-.

Thus, at k = 0,

0x(s,a) = 0L (s, ).

Step 2: Inductive Hypothesis
Assume that after £k Bellman updates, the following inequality holds:

Oy (s.a) = QX (s,a) = Ox-(s.a) — CV(s, a),

where C® is the cumulative regret up to step k.
Step 3: Bellman Update and Inductive Step

We apply the soft Bellman update at step k + 1. The soft Q-function for the combined
reward rc after one more Bellman update is:

08V (s,a) = re(s.a) + YEgmpisis.a) | log ) exp(Q¢ (s, a')

L a’ _
For the weighted sum of soft Q-functions QZ’ after a Bellman update, we have:

Q%H)(s, a) =ry(s,a) + yEy~pis.a) 10g2exp(Q%)(S', )
a/

where ry~ = wry + (1 — w)r. Since the soft Bellman update is a contraction, we know that

the updated soft Q-function Qg(H) (s, a) is bounded by:

0§ s a) = 065, @),
Thus, we have the upper bound:
Oy (s,a) > Q¢ (s, a).

Step 4: Lower Bound with Divergence Term
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To derive the lower bound, we look at the gap between the weighted sum Q%H) and

the optimal Q-function Qg“H). This gap is due to the divergence between the individual
policies 7r{" and 7} The regret from using Qy- instead of the optimal Q. can be bounded
by the expected divergence between the two policies 7{ and ;. Specifically, the gap is
proportional to the Rényi divergence Dy, (r{||7), which measures the difference between
the two policies. Thus, the lower bound can be written as:

Q¢ (s,a) > Oy (s,a) — C*(s, a),

where C*(s, a) is the fixed point of:
C(s,a) < yEs’Np(s’\S,a) I:Dw(nr('|sl)||ﬂ;('|s/)) + n}é‘g C(S/s a/)j| .
a

Since we can switch the order of the probability distributions 7| and 7} as part of the
calculations, and the weight @ controls their contribution to the combined policy, we always
choose the order where w is the lower value. Specifically, we calculate the Rényi divergence
Dy, (7r{||75) using the smaller weight, which ensures that the contribution of the divergence
remains bounded.

Given that w is restricted to the range [0, 1] and the maximum value for the smaller @
occurs at 0.5, we can further guarantee that the Rényi divergence, which is a non-decreasing
function of w, will bound the regret between the policies within the interval [0, 0.5]. This
is because, as w approaches 0.5, the divergence reaches its highest value, and beyond this
point, the contribution of one policy over the other diminishes.

Thus, by always selecting the smaller w, we limit the regret to this bounded range, ensuring
that the blending of the two policies remains stable. This property of the Rényi divergence
provides a safeguard against excessive regret as the policies are combined, keeping the
performance loss within manageable bounds.

Appendix B: Proof of Lemma 2

The expected Jensen-Shannon distance to a fixed policy 7; for a policy . drawn by a Dirichlet
process DP with a non-informative prior is proportional to the negative entropy of the policy
7;. 7, is the task policy and m, is the compound policy.

Er ~Dir(1,1,...,1y ISD (| |7me)] o< —H(7ry).

Following we prove lemma 2. We consider the A”~! simplex for categorical distributions,
which represents all possible probability distributions over n outcomes. We aim to show that
the expected Euclidean distance from any point on the simplex to all other points is minimized
at the centroid of the simplex. For simplicity, we choose the Euclidian distance and note that
this proof directly applies to all geometric distance measures (such as the JSD).

The probability simplex A"~ ! is defined as

n
AL — (pl,..,,pn)eR":Zpi:L pi > 0Vi¢.

i=1
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The Euclidean distance between two points x and y on the simplex is given by

n

D i =y

i=1

d(x,y) =

The centroid c of the simplex is the point where each coordinate is equal, representing the
uniform distribution

The expected squared distance from a point p to a random point X uniformly distributed
over A" 1 is

Eld*(p, X)1 = Y El(pi — X0)*1 = Y _(p} — 2pi E[Xi] + E[X7),
i=1 i

where E[X;] = % given the uniform distribution of X over A"~!. By substituting p = ¢
into the expected squared distance equation, we find

n
Eld*(e, )] =Y (niz -2+ E[x,?]) ,
i=1

which simplifies to a minimal value, showing that the centroid minimizes the expected squared
distance to all points on the simplex.

Now that we have established that the distribution that minimizes the expected JSD on a
probability simplex given a Dirichlet distribution with all o; = 1, we only need to show that
the JSD of a distribution a and the uniform distribution is proportional to the entropy of a.

Proof Assume a and b are two categorical distributions over the same finite set, S, with
¢ as the uniform distribution over § representing the maximum entropy distribution and
M = %(p + g). We prove that if H(a) > H(b), then JSD(al|c) < JSD(b||c). The mixed
distribution M when comparing to the uniform distribution c is

1

1 1
Mizi pit ).

The KL divergence Dk (p||M) simplifies to
Dk (plIM) = Zpllog— > pilo gl(
l

ieS ieS

Given ¢; = %, we have

+ n).

And similarly for ¢ to M

1
Dir(cllM) =} —log

ieS

;‘:\_

Thus, JSD for p and ¢ becomes

1 1
ISD(pllc) = (Zpl T—I—Zflog 11))

ieS 2 +n) iesn Q(Pi‘f‘g
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Both components involve expressions dependent on the values of p; relative to % As p

becomes more uniform (i.e., p; approaches % and hence its entropy H (p) increases), both
terms in the JSD expression decrease because the partial second derivates of p; increases.
This shows that given the JSD function

1
BMMM—* XhAg oy 2) —t
ieS Di n) zeS ( ’+ )
the overall second derivative is
1
ISD"(pi) = E(f//(l’i) +¢"(pi)).

where

1 1
%»—— :
/ npi(pi+ 1) @wbz

1

g (pi) = L
) = .
2 (pi+ %)2

The second derivative of JSD increases as p; diverges from %, indicating increased sen-
sitivity and variability in the divergence as probabilities move away from uniformity. Thus
we conclude that if H(a) > H(b), then a is closer to uniform than b, meaning the terms
involving a in the JSD expression are smaller than those involving b as demonstrated above.
Therefore, JISD(a||c) < JSD(b||c). This result confirms the principle that higher entropy in
a distribution leads to a smaller JSD to the uniform distribution, indicating closer similarity.
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