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Abstract: As data collection enhances, consumer data sovereignty becomes increasingly important. 

Despite initiatives like the GDPR, information asymmetries persist, and privacy policies remain 

complex or lengthy, often preventing consumers from giving truly informed consent for data 

sharing. Building on established concepts for more informed consent, we propose a tool—the 

consent registry—to enable informed consent and strengthen consumer data sovereignty while being 

easy to implement in a variety of digital ecosystems and applications. Our concept takes three 

different stakeholder groups into consideration, the consumer, the inquiring institution and the 

application provider, since often times the consumer is not directly connected to inquiring 

institutions and instead relies on third-party applications in digital ecosystems. Our tool employs 

case-to-case consent, describing that consent is valid only for a singular request. This empowers 

consumers to exercise informed control over data collection and usage while enhancing data 

availability across institutional borders in digital ecosystems. 

Keywords: Data Sharing, Consumer Sovereignty, Privacy Policies, Informed Consent, Privacy 

Tool, Digital Ecosystem 

1 Introduction 

As companies today collect an ever-increasing amount of data of their customers, they can 

create even more detailed personal profiles, enabling them to, e.g., tailor advertisements 
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and services [VT21]. However, this also leads to growing information asymmetries, as 

consumers provide increasingly more data, while companies disclose little in an 

understandable way, particularly regarding how they handle data [Wa20]. Especially in 

digital ecosystems, consumers often share data with the whole ecosystem without being 

actually aware of it. For this reason, legislation such as the General Data Protection 

Declaration (GDPR) represents a significant step in the direction of more data sovereignty. 

However, it remains far from comprehensive. For example, it often results in lengthy 

privacy policies that consumers in many cases do not understand or even read at all, 

leading to uninformed consent [Ba22]. This lack of awareness can diminish consumer data 

sovereignty despite being an important value, especially in a more digitalized world. In 

addition, access to data presents a significant challenge, particularly for smaller 

companies, as there are currently few alternatives available for obtaining data, other than 

through consumers' acceptance of privacy policies when using the product and 

collaborating with other firms [JB24]. Consumers can profit from more transparent 

methods supporting their data sovereignty in the digital world and reducing information 

asymmetries, while responsibly granting deliberate access to collected data for a wider 

audience. These measures should empower consumers with a clear understanding of how 

institutions handle their data [Mi22, Tr23] and give consumers the ability to make 

informed decisions about data usage, eventually even on a case-to-case-basis. Previous 

research shows that users might be willing to disclose data in exchange for desired services 

[Ko17]. However, such cases might not enhance consumer empowerment, as they do not 

provide sufficient information about data usage, thus not supporting informed disclosure. 

We present a novel tool specifically designed for digital ecosystems which we term as the 

consent registry, to enhance the empowerment of consumers. This registry has the ability 

to enhance consumer data sovereignty by enabling use-case-specific, active and informed 

consent to data requests. The acceptance of one request is only valid for a single case for 

one institution.  In this way, our tool inherently increases transparency, yet the main focus 

remains in strengthening consumer data sovereignty. Privacy policies and legislation such 

as the GDPR lay the groundwork for our solution, yet we aim to enhance them by 

increasing consumer friendliness and easing the way they can exercise power over data 

collection and usage. Often times, inquiring institutions present privacy policies 

unintuitively to consumers today [Ef19], potentially leading to uninformed consent. 

Previous works investigated possible solutions and more comprehensible representations 

of privacy policy, e.g., privacy icons [RP20] and one-pager solutions [RS18]. Drawing 

from such concepts, we present a compact, yet concise, representation of privacy policies 

to consumers in a dedicated tool to control their data in digital ecosystems, to ultimately 

enhance consumer data sovereignty in the digital age. In contrast to previously established 

concepts, such as ID wallets [e.g., PAZ22], our tool only focuses on the user data that is 

generated in the application, in our use case (energy) consumption data and does not 

include further identifying information. The goal of our concept is to strengthen consumer 

data sovereignty by granting the consumers granular decisions regarding their data 

sharing. We structure the reminder of the paper as follows. Section 2 introduces the 

concepts of data privacy and sovereignty. Following, section 3 provides the architecture 
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of the data management tool: the consent registry. Finally, in section 4, we present an 

outlook of our work and the contribution to consumer data sovereignty in theory. 

2 Data privacy and consumer data sovereignty  

Data privacy describes a broad concept with the goal to ensure the responsible usage of 

data [CH24]. It encompasses various aspects [Ca21b] regarding, e.g., data protection (e.g., 

protection against unauthorized access) [He25] and the ethical use of data [Mi22]. Laws 

set minimum requirements for data privacy [Ca22a] in various regions around the world: 

e.g., the Personal Information Protection Law in China [Ca22a] and the GDPR in the 

European Union [LYH19]. The GDPR, for instance, describes data privacy as a 

“fundamental right” in recital 1. These frameworks have been established to safeguard 

fundamental citizen rights in the digital realm [CM22]. Apart from aspects of data 

protection and compliance with laws, the concept of data privacy also includes more 

consumer-focused aspects, e.g., transparent communication to the consumer that exceed 

regulatory minimum requirements [JLL21, Ca22b, CH24].  

Data sovereignty, as a concept, centers on the consumer, their personal data and their 

ownership of their data [Hu21]. The focus of data sovereignty is the empowerment of the 

consumer in the digital sphere with the goal to ensure the ownership of the personal data 

[Ca21a], thereby often exceeding regulatory minimum requirements. Data sovereignty 

includes multiple aspects, like data ownership and control of the data [Hu21]. To ensure 

data sovereignty, consumers should have control over their data, including who can access 

it and how different actors utilize it [BC11]. The GDPR defines various aspects of data 

control in Articles 15-22, for instance the right of access by the data subject (Art. 15 

GDPR). To ensure this, transparency practices [Lo24] and informed consent [AKR22] are 

potential measures. Transparency hereby includes all relevant information regarding the 

further processing of the data for the consumer, to control the compliance with the stated 

usage [Lo24], therefore being a crucial prerequisite for an informed consent.  

The informed consent is a necessity, since a general acceptance of privacy policies might 

not be sufficient [Ef19]. Consumers tend to underestimate the consequences of the general 

acceptance of privacy policies [Ba22]. This could potentially lead to unforeseen and 

undesirable consequences (e.g., loss of privacy or unknowingly relinquishing rights) for 

the consumer and may permanently damage their trust [MF16]. Often times, institutions 

present the privacy policies in a way that does not focus on easy understanding, e.g., 

through policies that are hard to comprehend for the consumer [CC15] or not of an 

appropriate length for the service or product used. Another aspect is that, despite lengthy 

privacy policies, information asymmetries remain [Wa20]. Consumers often lack 

information about already collected data and to what extent inquiring institutions will 

actually use the data [Mi22]. This further complicates the informed consent [Ef19] due to 

an inadequate level of transparency. Despite the right to access and alter collected data 

(i.e., granted by the GDPR), consumers do not exercise their power often. 
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Through this lens, it is apparent that regulations alone, e.g., the GDPR, might not be 

sufficient to ensure consumer data sovereignty in practice. While the regulations include 

sufficient formal requirements, their implementation often falls short in usability and 

effectiveness for consumers, hindering consumers from performing their legal rights. For 

this reason, previous research has proposed various consumer-centered concepts [SE24]. 

Concepts such as privacy icons [Wi22] or one-pager privacy policies [RS18] arose (partly 

indicated by the GDPR but not mandatory), to further enhance consumer data sovereignty 

and enable the informed consent [Ca22b]. However, these concepts face challenges as 

well. For instance, privacy icons alone might not be sufficient to convey the complexity 

of certain cases and may vary in effectiveness depending on the context [Gr24]. One-pager 

solutions for the general consent face the risk of oversimplifying circumstances and may 

lead to misinterpretations of the consumers [KKS20]. Still, those approaches are valuable 

measures to strengthen consumer sovereignty beyond legal requirements. 

We build upon these concepts to present a tool that supports the informed consent in digital 

ecosystems. As of now, digital ecosystems mainly employ complicated, lengthy privacy 

policies and often only require one consent per check mark to share collected data with 

the whole institution or even ecosystem. Therefore, we aim to develop an easy to 

implement tool that fosters data sovereignty by easing control over collected data, 

enhancing data control in digital ecosystems on a case-to-case basis. We consider three 

distinct stakeholder groups in digital ecosystems: consumers generating data, institutions 

requesting data, and application providers. Consumers often lack a direct connection with 

the inquiring institutions and instead rely on third-party applications in digital ecosystems. 

3 The consent registry tool to enhance consumer data sovereignty  

To facilitate the practical applicability, we present our tool within the context of a digital 

ecosystem for smart living, since data from personal households is sensitive and requires 

informed consent for sharing. The tool will be implemented in an already used application 

to track consumption data, so that the consumers will only face the choice of sharing their 

data without any further needed configurations. When designing the tool, we tried to 

ensure self-explainability and ease of use. This application is not independent of requiring 

institutions, rather the application is part of the same digital ecosystem like requiring 

institutions, despite the app users not being an active participant of the digital ecosystem 

yet before introducing our tool. Our consent registry is situated within the context of 

emerging data ecosystems that prioritize consumer data sovereignty, such as 

SmartLivingNEXT [Sm25]. We developed the tool based on prior research and 

stakeholder requirements through dedicated focus groups and discussed the consent 

registry during several workshops with academics, practitioners and interested persons. 

We display the general process of the proposed consent registry tool in Figure 1. 

To issue such requests, institutions need to fill out predefined request forms, which serve 

to inform the consumer about, e.g., not only the intended purpose of the data, but also how 
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long they intend to use the data. Often times consumers are not in direct contact with 

requesting stakeholders in a digital ecosystem, but use third-party applications and 

services to record and manage their data in such ecosystems and are therefore part of such 

ecosystems. Therefore, at first, the requests will pass these third-party application 

providers. The application providers have the ability to block requests that they deem 

inappropriate for their user community. If the application providers allow requests, they 

will be sent to consumers and be presented in a comprehensible format. Only if the 

consumer decides to accept the request, the data will be sent to the institution.  

 

Fig. 1: Process of the consent registry 

The consumers need to be aware of the exact goals that institutions follow with their data 

to give informed consent. Such active consent does not necessarily hinder data collection 

and usage. Rather, giving informed consent can enhance trust in digital ecosystems and 

particular participants. Further, entities collecting consumer data are sometimes afraid of 

legal and security risks when sharing data with external partners. However, employing 

such an active-consent-approach can allow more external institutions access to collected 

consumer data and therefore benefit particularly small and medium-sized enterprises as 

well as start-ups in their initial data access. In this way, all involved stakeholder groups 

can potentially benefit from such a consent tool: Consumers can easily exercise their 

power over collected data and deliberately choose with whom to share data for which 

reasons. Corporate entities in a digital ecosystem can request data from consumers without 

a direct business relationship and can therefore benefit from a vast amount of data 

available in such digital ecosystems. And finally, the application provider benefits from a 

more trusting relationship to their users since they allow them to decide about data sharing 
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rather than obtaining general consent. Overall, the whole digital ecosystem can benefit 

from consumer trust on the one side and an enhanced data availability on the other side.  

3.1 Request from the inquiring institution 

A lack of transparency in privacy policies, e.g., through non-consumer-centered designs 

[CC15], is a fundamental barrier to achieving informed consent today [Ba22]. Consumers 

need to have a holistic view of the data activities to be able to give an informed consent. 

The first part of the consent registry is a standardized form that the inquiring institutions 

need to completely fill out to ensure a comprehensive request that can be displayed to the 

consumer (see Fig. 2). We carefully considered the trade-off between comprehensibility 

and exhaustiveness. For this reason, the form includes formalized, predetermined answers 

to increase the consumers’ comprehensibility and open-text fields for detailed information.  

 

Fig. 2: Inquiring institution’s view of the form for requesting consumer data 

First, the inquiring institutions need to identify themselves. This is necessary, since only 

the exact entity that requested the data can use the data. Institutions should not place a 

request for a whole conglomerate but rather for the particular entity requiring this data. 

Prior studies show that the requester influences the consumers’ willingness to share data 

[Li17, WGW19]. This might, e.g., be due to familiarity and prior experiences with the 

inquiring institution, through which the consumers were able to build trust [Ro15, Wi16].  

Further, consumers might have particular preferences for sharing data with different 

institution types. For example, consumers showed a higher willingness to share data for 

medical research compared to private companies [Mc16]. The inquiring institution needs 

to specify their type of institution, selecting from a set of predetermined options: (i) 

(private) research institute; (ii) university; (iii) private company; (iv) non-profit 
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organization; (v) governmental institution; and (vi) other […]. The indication of different 

institution types gives consumers, that might not be familiar with specific business sectors, 

the possibility to gain a more general insight towards the organization.  

To further ease the evaluation for consumers, the requester needs to specify their business 

sector. The institution’s name alone might not be sufficient, since consumers might not be 

familiar with all actors in a digital ecosystem but may have specific preferences based on 

the business sector. Prior work highlights the importance of the business sector of the 

inquiring institution for consumers’ willingness to share data [Ac21]. 

Further, the inquiring institution needs to specify the intended use of the requested data in 

a standardized form. The intended use of the data is crucial, since it significantly affects 

the consumers’ willingness to share data [Ro15]. For instance, prior works have shown, 

that consumers might be more willing to share data for research purposes than for 

commercial usage [TLS17]. To facilitate the consumers’ understanding, the inquiring 

institution needs to specify their intended use among predefined options for a first 

evaluation: (i) research; (ii) product development; (iii) artificial intelligence (AI) training; 

(iv) personalized marketing; (v) market research; and (vi) other […]. In this way, 

consumers can form a general opinion towards specific purposes and can potentially easily 

understand the actual purpose compared to free text fields only. 

To further enhance the consumers’ understanding of the intended use of data, we added a 

particular field that details the intended use expanding the overall category of usage and 

describes in an easy-to-understand way how the inquiring institution will use the data. This 

additional information should enhance consumers’ understanding of the general purpose 

behind the proposed use of their data.  

The type of data is another relevant information for the consumers [Ha17]. For instance, 

the works of Marxen et al. [MFF24] have shown the importance and influence of the type 

of requested data on the willingness to share it. For this reason, the inquiring institution 

needs to define the type of the requested data. The type of data is deeply connected to the 

use case of the implementation of the consent registry and describes the type of data that 

is requested by the inquiring institution. For this reason, we deviate from the GDPR 

definition of categories of (personal) data (Art. 9 GDPR). To facilitate the 

comprehensibility for the consumers, the inquiring institution can only choose between 

predetermined options available in the particular digital ecosystem. In our case in the smart 

living domain (i) electricity consumption, (ii) water consumption and (iii) gas 

consumption data is available through the intermediary application that will implement 

the consent registry tool first within an initial case study before it is rolled out across the 

entire ecosystem, leading to more variety in available data types. 

In addition, the inquiring institution needs to determine the collection period of the desired 

data: They need to state start and end dates of the targeted data. It enables the consumer 

to gain a clearer understanding of the volume of the requested data, thereby enabling a 

more informed consent, as the consumer is aware of the exact time period and extent of 

their data that they will share with the inquiring institution. 
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Further, the inquiring institution needs to specify the intended retention period of the 

desired data. The retention period is another crucial information, addressed, e.g., in the 

GDPR’s right to be forgotten [Ko15]. Consumers need to be aware of the period during 

which the inquiring institution will handle the data, after they give the consent. This 

constitutes another critical piece of information that allows consumers to better assess the 

potential consequences of their consent. 

3.2 Application provider as intermediary 

Within digital ecosystems, individuals frequently do not interact directly with institutions 

seeking their data, relying instead on third-party platforms and services for data storage 

and management. For this reason, the consent registry will not immediately forward a 

request to the consumers. In our concept, the application providers take the role of 

intermediaries. Previous research has underlined the focal role of application and service 

providers and their public role. For instance, service providers inherently have a 

gatekeeping function, to protect their users [TF17]. For this reason, our concept registry 

enables application providers to accept or decline every request before sending them to 

their users, thereby preserving their gatekeeping role. The application providers thereby 

keep the control over which institutions might gain access to user data of their platform, 

enabling them to protect their users from actors who may not align with core values of the 

application or actors which the users might perceive negatively, thereby potentially 

undermining trust between the users and the application providers. Additionally, the 

application providers are also able to protect their users from overwhelming amounts of 

requests by restricting too many requests from one inquiring institution. Furthermore, in 

the current state of our concept, application providers also act as arbitrators, e.g., by 

verifying whether the description of the intended purpose aligns with the selected intended 

purpose. A different institution in the ecosystem could potentially perform this function, 

depending on the implementation of the ecosystem, like a trust anchor that at least 

sporadically checks whether intended general purposes matches the free text description. 

Administering each individual request separately might become an overwhelming and 

time-consuming task for the application providers, potentially resulting in imprecise 

management of requests or rejecting them and the consent registry in general. For this 

reason, the application provider has the option to determine rules about incoming requests 

when initially implementing the consent registry, thereby mitigating inappropriate 

requests (e.g., declining requests from private companies or particular intended purposes).  

For instance, the application provider is able to predefine the general types of institutions 

that are allowed to send requests. They might deem certain types of institution 

inappropriate for requesting data from their users, e.g., permitting research institutions to 

submit requests while considering private companies unsuitable, as leveraging data for 

profit could conflict with their fundamental values.  Application providers have the ability 

to prevent institutions they consider inappropriate from requesting data from their users. 
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Similar to the institution type, application providers have the ability to predetermine 

specific purposes. For instance, application providers might be opposed to data requests 

for marketing purposes, since this might affect the user’s perception of the (own) 

application and could ultimately negatively influence trust in the application provider. 

Further, application providers can predetermine which types of data institutions could 

request from their users. Our use case involves three types of usage data, whose 

confidentiality may be perceived similarly. However, the consent registry is supposed to 

be adapted to various different use cases with different types of data. For instance, in use 

cases that include wearable devices, the requested data might include movement profiles 

or health data. For this reason, the option to exclude requests for specific types of data 

might be particularly useful for use cases with data of varying sensitivity.   

Application providers can determine different rules connected with Boolean operators to 

specify the use cases for data requests they would generally approve. This aspect of the 

consent registry limits the number of potentially unnecessary requests for application 

providers, since too many requests might burden them and ultimately lead to rejecting 

consent at all for any requests and the consent registry in general. Requests, that the 

application providers did not exclude still require their explicit approval to be sent to users, 

if desired, as the application provider may still consider certain requests inappropriate.  

3.3 Request for the consumer 

Finally, consumers receive data requests that the application providers deemed appropriate 

and can decide on a case-to-case basis which request they want to accept. To enable an 

informed consent, we follow two key goals: First, the consumer must receive complete 

information of the processing of their data. Second, the information needs to be presented 

to the consumer in a comprehensible format. To achieve the comprehensible format, we 

utilize the concept of progressive disclosure. Progressive disclosure describes the initial 

presentation of condensed information to the consumer to enable a quick overview of a 

certain topic [SW19]. The consumer only receives detailed information upon request. 

Researchers have applied the concept of progressive disclosure in various fields, including 

algorithmic transparency [SW19], explainable AI [Mu24] and education [HG18].   

Drawing from the concept of progressive disclosure, we opted for the design displayed in 

Figure 3.  We utilize the concept of privacy icons to facilitate the understanding of the key 

aspects of the request, expanding the icons with an additional description for enhanced 

clarity. The presented form contains four fields, extracting the data submitted by the 

inquiring institution via the request form and displaying it in a concise, streamlined format. 

At first, the consumer will see four key information patterns of the request: (i) inquiring 

institution; (ii) intended purpose; (iii) type of data; and (iv) retention period. However, the 

consumer is able to expand the respective fields and receive additional information on 

demand, indicated by the plus next to each field (i.e., a progressive disclosure). 
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Fig. 3: Consumer's initial view of the request form 

In its default state, the request form displays only the name of the institution to the 

consumer. This information on its own is sufficient to unambiguously identify the 

inquiring institution. However, if consumers are interested in additional information, they 

can expand this field and receive further information regarding the inquiring institution 

like the business sector and institution type (see Fig. 4a). This approach prevents 

consumers from being overwhelmed with unnecessary information if they are already 

familiar with the inquiring institution. If consumers are not familiar with the institution, 

they are able to easily access additional information to form an opinion. This could support 

and facilitate the decision process if consumers are not familiar with a particular institution 

but are generally willing to share data with organizations in this sector. 

Initially, the consumer will only view the intended usage category of the data in the default 

form. This information is necessary for the consumers to be aware of the general intended 

use of the inquiring institution. Since the inquiring institution chooses among 

predetermined options, the consent registry offers a quick overview of the intended 

purpose to the consumer. This might facilitate an informed decision-making. However, 

the consumer is able to extend this field as well, receiving the detailed description of the 

intended purpose given by the inquiring institution in the request form (see Fig. 4b).   

Since the type of the requested data is crucial information to the consumer, the consent 

registry immediately presents this information, along with the other three fields. The tool 

further displays information on the collection period of the requested data when the 

consumer expands this field. This information is crucial and should remain accessible to 

the consumer. However, to balance comprehensibility and exhaustiveness, we decided to 

present only the information on the type of data initially. 
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Fig. 4a and Fig. 4b: Expanded fields inquiring institution (4a, left) and intended purpose (4b, right) 

The last information that the consent registry initially presents to the consumer is the 

retention period of the data. This information is another key aspect consumers need to be 

aware of to enable a comprehensive understanding of the implications of sharing data, 

thereby supporting the informed consent. It contains implications about the long-term 

effects of data sharing and should therefore be immediately visible to the consumer. This 

field, in the current form of the concept registry, does not include additional information 

and therefore the consumer is not able to expand this field.  

Above all, this concept is supposed to enable an informed consent for consumers. On the 

one hand, it reduces and structures the given information to minimize the cognitive load 

and facilitate the understanding of the consequences of the consent to share data by 

employing a standardized form. On the other hand, consumers are able to access additional 

information, e.g., a comprehensive description of the intended use, in addition to a general 

classification, therefore allowing a comprehensively informed consent.  

However, receiving individual requests could potentially burden consumers. Through the 

application providers’ function as intermediaries, consumers will probably only receive a 

reduced amount of requests, thereby decreasing the cognitive load again. Future research 

could explore further approaches to limit the burden of requests for consumers even more, 

through, for instance, only presenting requests on a daily or weekly basis. 

4 Conclusion and Outlook 

The goal of our work is to sketch a tool to enhance consumer data sovereignty. Our concept 

encompasses three stakeholder groups involved in a data request: consumers producing 
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data, inquiring institutions desiring data access and application providers in a digital 

ecosystem as intermediaries with a certain responsibility toward their users. Our tool 

addresses the prevalent information asymmetries. While lawmakers have already 

addressed this issue with legislative measures, prior investigations indicate that they might 

not be sufficient to enable an informed consent for consumers [Ef19, Ba22]. While 

concepts such as privacy icons and one-page solutions aim to empower consumers, they 

also have notable shortcomings. We address this issue by building on these concepts and 

combining them with progressive disclosure, offering consumers an initially simplified 

request while providing the option to access additional information on demand. Our tool 

facilitates the consumers’ exercise of power proposed by legislative measures like the 

GDPR and thereby helps strengthen consumer data sovereignty. The presented concept is 

applicable to various different use cases, encompassing various data types across different 

industries. The developed tool could potentially enhance data handling transparency by 

presenting the individual requests to the consumer in a more comprehensible format. We 

specifically positioned our exemplary use case within the context of a digital ecosystem, 

as such environments in particular may lead to consumers not being aware of who might 

have access to their data and the potential consequences of such data sharing. Yet, the 

consent registry can not only be applied in digital ecosystems, but also in single 

applications as well. The consent registry therefore represents another step towards 

enabling informed consent and enhancing consumer data sovereignty while also 

promoting (responsible) data sharing and addressing data silos. Its applicability to 

different digital ecosystems and use cases should support widespread adoption in practice.  

Future research could consider the validation of the consent registry with consumers in 

real-world scenarios to test its effectiveness and consumer acceptance. We will contribute 

to this initial evaluation by implementing our proposed concept in a case study and testing 

the concept with consumers in a digital ecosystem in the context of smart living 

appliances. In real-world application, we will further develop the tool and implement 

changes as needed. For instance, if the consumers prefer it, we might implement the 

possibility to disclose data in bulks, rather than limiting the disclosure to individual 

datasets. Additionally, we might limit the retention period by only allowing requests with 

a retention period that does not exceed a certain time. However, the priority of consumer 

data sovereignty will remain in our tool and thus changes must not compromise this 

objective. Another important avenue for future research is ensuring that companies adhere 

to their stated purpose of data usage. The current consent registry does not guarantee this, 

but addressing it is crucial for fostering user trust. 
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