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A B S T R A C T

Designing trustworthy AI-based systems and enabling external parties to accurately assess the trustworthiness of 
these systems are crucial objectives. Only if trustors assess system trustworthiness accurately, they can base their 
trust on adequate expectations about the system and reasonably rely on or reject its outputs. However, the 
process by which trustors assess a system’s actual trustworthiness to arrive at their perceived trustworthiness 
remains underexplored. In this paper, we conceptually distinguish between actual and perceived trustworthiness, 
trust propensity, trust, and trusting behavior. Drawing on psychological models of how humans assess other 
people’s characteristics, we present the two-level Trustworthiness Assessment Model (TrAM). At the micro level, 
we propose that trustors assess system trustworthiness based on cues associated with the system. The accuracy of 
this assessment depends on cue relevance and availability on the system’s side, and on cue detection and uti-
lization on the human’s side. At the macro level, we propose that individual micro-level trustworthiness as-
sessments propagate across different trustors – one stakeholder’s trustworthiness assessment of a system affects 
other stakeholders’ trustworthiness assessments of the same system. The TrAM advances existing models of trust 
and sheds light on factors influencing the (accuracy of) trustworthiness assessments. It contributes to theoretical 
clarity in trust research, has implications for the measurement of trust-related variables, and practical impli-
cations for system design, stakeholder training, AI alignment, and AI regulation related to trustworthiness 
assessments.

1. Introduction

Trust is a much-discussed topic in algorithmic decision-making, 
especially in the area of artificial intelligence (“AI”)1 (Glikson & Wool-
ley, 2020; Jacovi et al., 2021; Kaplan et al., 2023). In the development of 
trust, the process by which a human assesses the trustworthiness of a 
system, leading to their perception of trustworthiness, is crucial. We call 
this process the trustworthiness assessment process. Only if someone’s 

trustworthiness assessment is accurate, they can base their trust on 
adequate expectations about the system’s capabilities and limitations 
(Lee & See, 2004), and make informed decisions about their trusting 
behavior. In contrast, overestimating a system’s trustworthiness can 
reduce vigilance and oversight (Hardré, 2016) and underestimating a 
system’s trustworthiness may cause users to disregard valid system 
outputs (Hoff & Bashir, 2015). These issues are closely linked to research 
on achieving "calibrated trust," which aims to optimize the joint 
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performance of humans and AI systems (Muir, 1987; Cancro et al., 2022; 
Lee & See, 2004). However, instead of focusing on the heterogeneously 
defined and measured concept of “trust calibration” (Carter et al., 2023; 
Lee & See, 2004; Wischnewski et al., 2023) we tackle the conceptually 
upstream challenge of an accurate assessment of trustworthiness (Baer 
et al., 2018; Mayer et al., 1995; van der Werff et al., 2021) that we then 
connect to the concept of calibrated trust in section 5.2.

Despite its importance, to date there has been little theoretical effort 
to describe the trustworthiness assessment process. Thus, it remains 
unclear how people arrive at their perceptions of the trustworthiness of 
specific systems. Empirical research has shown that characteristics 
associated with the actual trustworthiness of a system (e.g., accuracy, 
fairness; High-Level Expert Group on Artificial Intelligence, 2019) in-
fluence people’s perceptions of trustworthiness (Schelble et al., 2022). 
However, the fact that a system is actually trustworthy does not seem to 
be sufficient to develop high levels of perceived trustworthiness 
(Dietvorst et al., 2015; Dzindolet et al., 2003; Longoni et al., 2019). 
Conversely, systems that actually lack trustworthiness may still be 
perceived as trustworthy (Kocielnik et al., 2019; Merritt, Lee, et al., 
2015; Papenmeier et al., 2022). Relatedly, different people may arrive at 
different perceptions of trustworthiness depending on the characteristics 
of the human-system interaction (Dietvorst et al., 2015), the person 
assessing the system (Merritt, Unnerstall, et al., 2015), and the situation 
(Longoni et al., 2019). For example, when two people assess system 
trustworthiness, one might utilize their first-hand experience with the 
system and the other might utilize certification labels by certification 
institutions (Ehsan et al., 2021; Jacovi et al., 2021; Knowles & Richards, 
2021). Although the characteristics of the system remain the same, each 
person may end up with a different perception of the system’s trust-
worthiness (Kay et al., 2015; Papenmeier et al., 2022).

In this conceptual paper, we aim to specify the trustworthiness 
assessment process, i.e. the process through which people assess a sys-
tem’s actual trustworthiness to form their perceived trustworthiness of the 
system. To this end, we introduce the Trustworthiness Assessment 
Model (TrAM) with two levels: the micro-level trustworthiness assess-
ment process and the macro-level trustworthiness propagation process. 
At the micro level, we build on models from psychology that specify how 
humans assess characteristics of other humans that are not directly 
accessible (e.g., personality) (i.e. Funder’s Realistic Accuracy Model 
(Funder, 1995) and Brunswik’s Lens Model (Kirlik, 2006; Brunswik, 
1956; Hammond & Stewart, 2001; Kuncel, 2018)) and translate them to 
the case of humans assessing artificial systems. At the macro level, we 
describe the trustworthiness propagation process that proposes that 
different stakeholders (e.g., system designers, certification institutions, 
end users) assess system trustworthiness to form their perception of 
trustworthiness. Following their assessment, they produce cues that can 
influence other stakeholders in their (micro-level) trustworthiness 
assessment of the system.

We see the following contributions of this paper. First, we aim for 
more conceptual clarity in trust research. This addresses growing criti-
cism about heterogeneity in how trust-related terminology is used 
(Saβmannshausen et al., 2023; Vereschak et al., 2021), variety in the 
measurement of trust-related variables, and general criticism on trust as 
a research target (Bolton, 2022). We distinguish between actual and 
perceived trustworthiness, trust propensity, trust, and trusting behavior, 
which we believe needs to be made explicit to advance research on trust 
in AI systems (see also Vereschak et al., 2021). We discuss our proposed 
model in relation to these concepts and in relation to research on cali-
brated trust. Second, we extend established trust models (Lee & See, 
2004; Mayer et al., 1995), by explicating the transition from a system’s 
actual trustworthiness to a trustor’s perceived trustworthiness. We 
define and refine key concepts of the trustworthiness assessment (actual 
trustworthiness, perceived trustworthiness, system characteristics, and 
individual standards) and highlight factors at the micro and the macro 
level in the trustworthiness assessment process that may influence the 
accuracy of trustworthiness assessments in interactions with systems 

and based on the social and societal contexts in which those systems are 
used. Third, we derive practical implications of the TrAM for system 
designers, for human trustors, and for legislation, especially in light of 
current developments toward regulation such as the European AI Act, 
standardization, and certification of AI systems (DIN, 2020; UNESCO, 
2023; European Parliament, 2024; High-Level Expert Group on Artificial 
Intelligence, 2019; Hauschke et al., 2022). In conclusion, the TrAM of-
fers a theoretical framework to systematically analyze the factors that 
may influence the accuracy of trustworthiness assessments at the micro 
and macro level.

2. On the relation of trust propensity, trustworthiness, trust, 
and trusting behavior

This paper examines the trustworthiness assessment process. We do 
not attempt to provide a comprehensive overview of all concepts related 
to trust. Instead, we explain how the TrAM adds to existing trust models, 
describe how the key concepts in the trust development process are 
related, and distinguish the concepts in the TrAM from concepts that 
may have been used interchangeably in research. Our propositions in 
this section mainly build on the propositions by Mayer et al.’s (1995)
Organizational Trust Model.

Trust requires at least two parties: The trustor, the party that trusts 
(or does not trust), and the trustee, the party that is trusted (or is not 
trusted). In the dynamic process of trust development (as stated in 
Mayer et al., 1995) for organizational trust and adopted by Lee & See, 
2004) for trust in automation), four concepts are particularly important: 
propensity to trust, trustworthiness, trust, and trusting behavior (see the 
right hand part within the grey dashed frame in Fig. 1).2

Propensity to trust in human interactions has been characterized as a 
“general willingness to trust others” [106, p. 715] and a “generalized 
expectancy that others can be relied upon” [5, p. 166]. Propensity to 
trust develops across the lifespan and may be particularly important in 
unfamiliar situations with unknown trustees (Baer et al., 2018). While 
the disposition to trust humans cannot be directly extrapolated to the 
disposition to trust machines, the literature on trust in automation also 
recognizes the notion of propensity to trust as a stable disposition (Hoff 
& Bashir, 2015; Jessup et al., 2019; Lee & See, 2004). For example, it has 
been defined as “an individual’s overall tendency to trust automation, 
independent of context or a specific system” [64, p. 413]. Propensity to 
trust plays a major role in differences in the trust development process 
between trustors who experience the same system. Research suggests 
that propensity to trust is a relatively stable human disposition (Baer 
et al., 2018), which limits the opportunity to externally influence the 
trust development process through propensity to trust.

Trustworthiness has been used to refer to two sides of one coin (e.g., 
de Visser et al., 2014; Lee & See, 2004; Mayer et al., 1995; Schlicker & 
Langer, 2021; Liao & Sundar, 2022). First, trustworthiness has been 
referred to as an “objective attribute of the trustee“ (Zerilli et al., 2022; 
see also Green, 2022; Jacovi et al., 2021; Kelp & Simion, 2022; McLeod 
and Zalta, 2021) for a similar conceptualization of trustworthiness as a 
property of the trustee). Second, trustworthiness has been referred to as 
a trustor’s subjective perception of a trustee’s attributes (Mayer et al., 
1995). In this understanding, trustworthiness perceptions reflect a 
trustor’s assessment of the trustee’s abilities, principles, and intentions, 
as well as a trustor’s beliefs about whether the trustee will help the 
trustor to achieve their goals (Baer et al., 2018; Colquitt et al., 2007; Lee 
& Moray, 1992; Lee & See, 2004; Mayer et al., 1995). Perceptions of 
trustworthiness are situational and subjective (Baer et al., 2018; Hoff & 
Bashir, 2015; Mayer et al., 1995). Situational means that a trustor 

2 For the purposes of this paper, we do not provide a comprehensive review 
of other factors that influence trust. We refer readers to papers that highlight 
these factors such as (Baer et al., 2018; Mayer et al., 1995; Rousseau, Sitkin, 
Burt, & Camerer, 1998).
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assesses a trustee’s trustworthiness with respect to a specific task, in a 
specific context, and at a specific time (Mayer et al., 1995). Subjective 
means that whether a trustee is considered trustworthy depends on the 
trustor’s cognitive and affective assessment in light of the trustor’s in-
dividual goals, values, and abilities in a situation in which the trustor 
considers relying on the trustee (Muir, 1987; Chiou & Lee, 2021; 
McAllister, 1995).

Regardless of whether trustworthiness is considered an attribute of 
the trustee or a subjective perception of attributes of a trustee, research 
suggests that trustworthiness consists of multiple facets (Baer et al., 
2018; Dietz & Den, 2006; High-Level Expert Group on Artificial Intel-
ligence, 2019; Jacovi et al., 2021; Lee & See, 2004; Mayer et al., 1995). 
For instance, Mayer et al. (1995) propose that ability (a “group of skills, 
competencies, and characteristics that enable a party to have influence 
within some specific domain”, p. 717), benevolence (“the extent to 
which a trustee is believed to want to do good to the trustor, aside from 
an egocentric profit motive”, p. 718), and integrity (“the trustor’s 
perception that the trustee adheres to a set of principles that the trustor 
finds acceptable”, p. 719) subsume all facets of (perceived) trustwor-
thiness in interpersonal trust. Lee & See (2004) translated these facets to 
trust in automation referring to performance (“the competency or 
expertise as demonstrated by its ability to achieve the operator’s goals”, 
p. 59), purpose (“corresponds to faith and benevolence and reflects the 
perception that the trustee has a positive orientation towards the 
trustor”, p. 59) and process (“the degree to which the automation’s al-
gorithms are appropriate for the situation and able to achieve the op-
erator’s goals”, p. 59). Instead of referring to “perceived 
trustworthiness”, Lee and See refer to these facets as the “bases of trust” 
(p. 59). In order to clearly distinguish between the two uses of the term 
trustworthiness, we propose that on the side of the trustee, there is an 
actual trustworthiness (AT); on the side of the trustor, there is a perceived 
trustworthiness (PT) of the system.

Trust is influenced by PT (Baer et al., 2018; Colquitt et al., 2007; 
Mayer et al., 1995; Möllering, 2006). While we acknowledge the di-
versity of trust definitions (Muir, 1987; Lee & See, 2004; Rempel et al., 
1985; Rousseau et al., 1998; Shin, 2019; Thielmann & Hilbig, 2015), we 
follow Mayer et al. (106, p. 712), who define trust as “the willingness of 
a party to be vulnerable to the actions of another party based on the 
expectation that the other will perform a particular action important to 

the trustor, irrespective of the ability to monitor or control that other 
party”.

Trusting behavior is the behavioral manifestation of trust (e.g., reli-
ance, compliance (de Visser et al., 2020; Vereschak et al., 2021), 
risk-taking (Mayer et al., 1995)). Although trust and trusting behavior 
can be positively related (Körber, 2019), the stakes associated with the 
actual decision to engage in trusting behavior toward a trustee prevent 
trust from translating directly into trusting behavior. More precisely, 
any decision to actually engage in trusting behavior is associated with an 
expected positive outcome (benefits), but also with a possible negative 
outcome (risks), i.e. the perceived stakes. For example, even if the degree 
of trust is high, if the perceived risks are also high, trustors may decide to 
perform a task themselves (Buçinca et al., 2020; Yin et al., 2019; Zhang 
et al., 2020). Furthermore, sometimes a trustor’s behavior may appear 
to reflect trusting behavior, but may actually reflect the consequences of 
situational factors, such as time pressure (Rieger & Manzey, 2022) or 
social conformity (Asch, 1955). Nevertheless, we expect perceptions of 
trustworthiness, trust, and trusting behavior to be positively related 
(Vereschak et al., 2021).

Fig. 2 shows the conceptual relationship between AT and PT, as well 
as trust and trusting behavior. The above summary of the main concepts 
in trust research reflects our understanding of the research on trust (in 
automation and AI) and is the basis for the argumentation in this paper. 
We propose that whether human’s trust and trusting behavior are well- 
grounded (McLeod and Zalta, 2021) (i.e. lead to an optimization of ex-
pected outcomes) depends heavily on the characteristics of the trustee 
and their relation to the goals of the trustor. Therefore, it is crucial to 
understand the conceptually upstream trustworthiness assessment pro-
cess (i.e. the transition between AT and PT) and the factors that influ-
ence the accuracy of the trustworthiness assessment process. This is 
crucial because research indicates that the trustworthiness assessment 
process is prone to inaccuracies, given that even the assessment of 
seemingly objective system characteristics such as system accuracy 
varies between observers (Dzindolet et al., 2002; Madhavan & Wieg-
mann, 2007; Papenmeier et al., 2022; Rieger et al., 2022). Inaccurate 
trustworthiness assessments also become evident in research on the 
automation bias phenomenon (i.e. that people initially tend to over-
estimate the trustworthiness of systems for certain tasks (Merritt, 
Unnerstall, et al., 2015; Parasuraman & Manzey, 2010) and in research 

Fig. 1. The trust development process. We propose that the trust development process consists of (1) the process from a trustor’s perceived trustworthiness to 
trusting behavior as described by the Organizational Trust Model by Mayer et al. (1995) (right side of this figure) and (2) the trustworthiness assessment process 
through which trustors reach their perceived trustworthiness given the actual trustworthiness of a system (left side of this figure). The latter is the theoretical gap the 
current paper aims to fill. Note that we have slightly adapted Mayer et al.’s figure and renamed what they called “risk taking in a relationship” to trusting behavior, 
and renamed what they called “perceived risk” to perceived stakes in order to emphasize that it is about the weighting of risks and benefits.
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on algorithm aversion (i.e. that people seem to underestimate the 
trustworthiness of systems after seeing the system fail (Dietvorst et al., 
2015).

Previous research has sometimes distinguished between AT and PT, 
and has also emphasized the importance of accurately assessing AT 
(Muir, 1987; de Visser et al., 2020; Lee & See, 2004). However, to the 
best of our knowledge, there is no research that explicitly describes the 
trustworthiness assessment process and the factors that influence the 
accuracy of trustworthiness assessments. In the remainder of this paper, 
we aim to fill this gap: We shed light on the process that links AT and PT 
and the factors that influence the accuracy of the trustworthiness 
assessment at the micro and macro level.

3. The micro level – the trustworthiness assessment process

3.1. Foundations and overview of the micro-level trustworthiness 
assessment process

The micro level of the TrAM builds on models from psychology that 
describe human judgment processes (Brunswik, 1956), that outline how 
people assess other people’s traits (Kirlik, 2006; Hammond, 1996; 
Kuncel, 2018), and that propose what factors influence the accuracy of 
these assessments (e.g., Funder, 1995). It describes the process that lies 
outside of existing trust models, but reflects a central basis for these 

models, that is, the formation of a trustor’s PT through their assessment 
of a trustee’s AT (see Fig. 2). Characteristics of other people that are to 
be assessed are often latent constructs. For instance, this applies to 
cognitive abilities or personality. Both can neither be directly observed 
or measured to obtain their “true value” (i.e. their ground truth) 
(Borsboom et al., 2003). Nevertheless, we, as a society, define them (e. 
g., early concepts for cognitive abilities; Spearman, 1961), refine these 
definitions (e.g., later concepts of cognitive ability; Carroll, 1993), 
operationalize them (e.g., in written tests or questionnaires of cognitive 
ability; Kaufman et al., 2006; Laurent et al., 1992; Prewett, 1995) and 
thus assess these latent constructs more or less reliably.

We also assess latent constructs in interactions with people (Funder, 
1995). For example, we observe that a person with a colorful wardrobe 
is talkative and assess that this person appears to be extraverted. We 
interpret available cues (e.g., a person’s behavior and their clothing) to 
assess a person’s actual characteristics (e.g., actual extraversion) 
resulting in our perceived characteristics (e.g., perceived extraversion) 
of that person. This assessment varies in its accuracy depending on (1) 
the characteristics of the target, (2) the cues available for assessing the 
target’s characteristics, and (3) the observer assessing the target’s 
characteristics (Funder, 1995). Regardless of its accuracy, the assess-
ment and the corresponding expectations can influence the observer’s 
subsequent assessments and their behavior toward the target (Goffman, 
2006; Funder, 1995; Human & Biesanz, 2013; Rosenthal & Jacobson, 

Fig. 2. The micro level of the TrAM showing the relation between actual trustworthiness (AT) and perceived trustworthiness (PT). The location of the trustwor-
thiness assessment process in the model by (Mayer et al., 1995) is indicated by the grey dotted frame (showing where Fig. 2 zooms into Fig. 1). The relation between 
AT and PT via cues is based on the ideas of the Brunswik Lens Model (Kirlik, 2006; Hammond & Stewart, 2001) and the factors influencing an accurate trust-
worthiness assessment (black boxes) are based on Funder’s Realistic Accuracy Model (Funder, 1995). AT manifests in cues and trustors use cues to form their PT of a 
system (see also Fig. 3). The line thickness indicates on the side of the system how relevant a cue is for the system’s AT, and on the side of the trustor how heavily a 
cue is weighted by the trustor to form their PT. The yellow list icons reflect our requirement list metaphor (introduced in section 3.2), which indicates that individual 
standards (yellow dashed frame, empty list), actual trustworthiness (list filled out in blue), and perceived trustworthiness (list filled out in purple) are related. The 
individual standards act as a requirement list for a trustworthy system from the trustor’s perspective. They influence which cues are searched for and how they are 
utilized. For more detail on the relation between individual standards, PT and AT see Fig. 4. (For interpretation of the references to color in this figure legend, the 
reader is referred to the Web version of this article.)
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1968). For example, underestimating someone’s cognitive abilities 
might lead to suboptimal task assignment in a work context.

We apply this to a trustor’s assessment of a system’s trustworthiness. 
Specifically, in the micro-level trustworthiness assessment process 
(Fig. 2), we propose that trustors cannot directly assess a system’s AT. 
Instead, they assess a system’s AT on the basis of available cues. These 
cues are, to some extent, relevant to the assessment of a system’s AT. 
Human trustors then need to detect and utilize certain (and possibly 
many) cues to arrive at their PT. Consequently, the degree to which a 
trustor’s PT matches a system’s AT depends on the availability and 
relevance of cues on the system’s side and on the detection and utilization 
of cues on the human’s side. We propose that this relationship between 
AT and PT sets the stage for everything that follows in the trust devel-
opment process (e.g., in terms of well-grounded trust and trusting 
behavior).

3.2. Main concepts of the trustworthiness assessment model (TrAM)

3.2.1. Actual trustworthiness (AT)
We define a system’s AT as a latent, i.e. not directly observable, 

construct that indicates the true value of a system’s trustworthiness (in 
the sense of the Realistic Accuracy Model; Funder, 1995). AT consists of 
several facets. For example, benevolence, integrity, and ability are 
treated as facets of AT (High-Level Expert Group on Artificial Intelli-
gence, 2019; Lee & See, 2004; Mayer et al., 1995). However, there is 
typically no way to perfectly measure these individual facets (e.g., 
because only a subset of all available data can be accessed to assess 
system performance), nor to accurately assess how they combine to AT 
(Hoff & Bashir, 2015; Lee & See, 2004). Most or even all of these facets of 
AT will consist of subfacets (Hoff & Bashir, 2015; Lee & See, 2004). For 
instance, system accuracy will be a facet of a system’s ability. Because 

Fig. 3. An example of the assumed relations between the actual trustworthiness (AT), the latent facets that contribute to it, and the observable cues that form the 
interface for different trustors (in this example Alice and Bob) to infer their perceived trustworthiness (PT) of the system. The facets that make up AT and (PT) are 
similar, but the cues used to infer PT may differ between trustors (even if they have similar standards as assumed in this example). The cues are of different relevance 
to assess the (facets of) system’s AT, which is indicated by the different line thickness. In this example, the cue “testimony of colleague” is not related to the actual 
accuracy of the system (indicated by the absent line), but Bob uses it to assess the system’s AT. Note, that this should not imply that testimonies of others are always 
irrelevant cues.
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system accuracy itself is also not directly measurable, people use man-
ifest variables, i.e. observable cues, to assess system accuracy. Cues for 
system accuracy could be accuracy metrics presented in the system’s 
manual (e.g., F1-scores, precision, recall) (the upper part of Fig. 3 il-
lustrates the relations between the latent construct AT, its facets, and the 
observable cues; Lee et al., 2022).

To further specify AT, it is necessary to elaborate on two concepts in 
our model that affect AT: individual standards for system trustworthiness 
and system characteristics. What constitutes a trustworthy system differs 
between trustors and depends on their individual standards for system 
trustworthiness (Muir, 1987; Gabriel, 2020; Knowles & Richards, 2021). 
Individual standards answer the question: “What makes a system trust-
worthy for me?” As a metaphor, we can think of individual standards as a 
requirement list that contains all the facets that make up a perfectly 
trustworthy system for the trustor, as shown in Figs. 2 and 4. We use the 
requirement list metaphor throughout the manuscript to illustrate the 
main concepts of the model.

Individual standards are influenced by trustors’ goals and interests, 
the culture in which trustors grew up (e.g., collectivistic vs. individu-
alistic cultures; Awad et al., 2018), ethically and socially motivated 
values (e.g., cooperation vs. competition) (Textor et al., 2022), as well as 
the normative and regulatory framework in which trustors operate (e.g., 
under the influence of the European General Data Protection Regula-
tion). Individual standards are not arbitrary: they refer to a common 
understanding of the concept of trustworthiness of systems, which is also 
influenced by public discussions about trustworthy AI (Drobotowicz 
et al., 2021; High-Level Expert Group on Artificial Intelligence, 2019; 
High-Level Expert Group on Artificial Intelligence, 2020). Thus, indi-
vidual standards could be clustered by the facets that are assumed to 
constitute trustworthiness (e.g., ability, benevolence, integrity; Mayer 

et al., 1995). However, the specification of these facets of trustworthi-
ness is likely to differ between different (groups of) individuals. For 
instance, the specification of a system’s ability depends on the users’ 
goals (e.g., screening vs. decision making), interests (e.g., saving money 
vs. preserving data privacy), and their personal alternatives to the sys-
tem (e.g., one’s own ability to perform the task at hand).

Differences in the individual standards may also result from the 
granularity (from general to detailed) of the trustor’s standards. For 
example, when considering fairness, a general individual standard, held 
by Bob might be that "a system should be fair", while a more detailed 
individual standard held by Alice might be that "a system should treat 
everyone equally, regardless of their individual attributes" (Deutsch, 
1975; Wachter et al., 2021). While Alice has an explicit standard of 
fairness (i.e. equality), Bob might implicitly define “fair” in terms of 
equity, where those who contribute more receive more (Deutsch, 1975). 
As a result, Alice and Bob might assume that they agree that systems 
should be fair, without realizing that they would disagree on the details 
(Ross et al., 1977).

Individual standards have a top-down influence on what cues a 
trustor searches for and how these cues are utilized. For instance, if Alice 
cares about data privacy, making it an important individual standard for 
her, she might actually read the terms and conditions, searching for cues 
that serve as evidence for trustworthiness with respect to data privacy 
standards. In contrast, Bob may care less about data privacy and thus 
simply accept the terms of service.

We refer to system characteristics as (often only theoretically avail-
able) context-free facts that subsume everything that could theoretically 
be known about a system. System characteristics answer the question: 
“What are the characteristics of this system?” on a descriptive level. For 
example, system characteristics may contain information such as the 

Fig. 4. The requirement list metaphor describes the relationship between individual standards (empty list on the left), actual trustworthiness (AT, list filled out in 
blue on the top right), and perceived trustworthiness (PT, list filled out in purple on the bottom right). In this case, since the list is filled out differently for the PT than 
for the AT, the accuracy of the trustworthiness assessment is suboptimal.31 Ticked boxes indicate that a standard is met, crossed out boxes indicate that a standard is 
not met, and empty boxes indicate uncertainty regarding a given standard. (For interpretation of the references to color in this figure legend, the reader is referred to 
the Web version of this article.)
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functionality, robustness, and reliability of the system (in a specific data 
set), but also the user-interface design, the company behind it, and the 
data used for training and testing. It is important to distinguish that 
system characteristics in this (only theoretically existing) context-free 
space are also objective in the sense that they do not depend on the 
trustor. In contrast, AT is always subjective in the sense that it is relative 
to the trustor’s individual standards of trustworthiness.

To summarize, a system’s AT depends on the system characteristics 
and on the individual standards of trustworthiness. Specifically, AT re-
flects the degree to which the system characteristics match a trustor’s 
individual standards for trustworthiness with respect to a particular task 
and point in time. Thus, AT answers the question: “How trustworthy is the 
system actually with respect to my individual standards?” In the require-
ment list metaphor, AT is a function of the respective ticked and crossed 
out boxes on the “individual standards requirement list” if a perfect 
assessment was possible (see Fig. 4).

To further clarify the distinction, system characteristics answer ques-
tions such as “What is the accuracy of an AI system in a particular data 
set?”; AT answers questions such as “Is the AI system’s accuracy high 
enough?” What is high enough may be different for different trustors. 
For example, in medical diagnostics, evaluating system accuracy may 
require a comparison with how well human experts perform on the same 
task. While a novice user may perform significantly better with the 
system, an expert user may perform better without the system (Wei et al., 
2022). Consequently, when assessing the trustworthiness of a system by 
reference to the individual standard: “Will the system produce better 
results than I would?”, the novice user might judge 85 % accuracy as 
trustworthy, while the expert might judge the system as trustworthy 
only if it achieves 95 % accuracy. System characteristics might also be 
different in reference to the trustors’ characteristics, even if their indi-
vidual standards are similar (Birhane, 2022; Benčević et al., 2024; Keller 
et al., 2022). For example, two trustors (one with light skin and one with 
dark skin) with the same standards (e.g., the AI system should classify a 
melanoma with 90 % accuracy), might encounter different AT’s of the 
system, due to the system’s different capabilities of classifying mela-
noma on light (95 % accuracy) vs. dark skin (80 % accuracy).

The AT of a system can be influenced by both, changes in the system 
characteristics and by changes in the individual standards. Changes in 
the system characteristics can result from improvements to the system, 
for instance, by optimizing its technical functionalities (e.g., algorithmic 
fairness (Bellamy et al., 2019; Li et al., 2021; Serna et al., 2022), 
robustness (Cisse et al., 2017; Xie & Wu, 2019), explainability (Setzu 
et al., 2021; Ribeiro et al., 2016), and safety (Toreini et al., 2020)). 
Changes in the system characteristics may also be due to changes in the 
environment. Consider a machine learning-based decision support sys-
tem for detecting different types of viruses. As the virus mutates, it re-
duces the accuracy of the algorithm and thus changes its system 
characteristics (Jalaian et al., 2019; Hoens et al., 2012).

Changes in the individual standards may be due to new experiences 
or knowledge gained by the trustor (Flathmann et al., 2021; Hoff & 
Bashir, 2015; Textor et al., 2022). For instance, a trustor’s standards of 
system accuracy may increase, because they have improved their own 
skill at a task. Individual standards may become more nuanced because 
trustors’ understanding of different accuracy metrics may change, and 
as a result, their individual standard may evolve from “the system 
should be accurate” to “the system should have high specificity”. 
Trustors could also lower their individual standards, which would in-
crease the system’s AT (Toreini et al., 2020). Lowering individual 
standards might be useful, if trustors have unrealistic expectations about 
system capabilities (e.g., expectations that systems perform near 
perfection; Madhavan & Wiegmann, 2007).

3.2.2. Perceived trustworthiness (PT)
PT reflects the result of a trustor’s assessment of the trustee’s AT 

(Baer et al., 2018; Mayer et al., 1995). Thus, PT is reflected by the 
question “How trustworthy do I think the system is with respect to my 

individual standards?” Speaking in our requirement list metaphor, PT 
concerns how the trustor fills out their requirement list reflecting their 
individual standards. Specifically, there are three possible states of the 
boxes on the requirement list depending on whether a system meets an 
individual standard (i.e. the perceived presence of trustworthiness re-
flected by the ticked boxes), does not meet an individual standard (i.e. 
the perceived absence of trustworthiness reflected by the crossed-out 
boxes), and whether the trustor is uncertain about the status of the 
box (i.e. the perceived uncertainty reflected by the empty boxes) (see 
Fig. 4). In most cases, after the trustworthiness assessment, there is still 
uncertainty about the trustee’s AT. This means that trustors may not be 
able to mark (i.e. tick or cross out) some of the boxes after the assess-
ment, or they may be unsure about whether they should mark certain 
boxes.

PT is another latent construct that can only be measured indirectly, 
as is common in research assessing people’s perceptions of system 
trustworthiness (e.g., by asking people to report on their perceived 
trustworthiness of a system (Alam & Mueller, 2021; Jian et al., 2000; 
Madsen & Gregor, 2000; Körber, 2019; Rieger et al., 2022), or by 
observing people’s interactions with systems (Vereschak et al., 2021; 
Zhang et al., 2020)). The facets that contribute to overall PT are similar 
to those that contribute to overall AT (see Fig. 3). PT may consist of the 
same general facets (e.g., ability, integrity, benevolence) and same 
subfacets (e.g., accuracy for ability) as AT.

3.2.3. Cues
Cues are the interface between AT and PT. According to de Visser 

et al., 2014 , a cue is an “information element that can be used to make a 
trust[worthiness] assessment about an agent” (term in square brackets 
added by the authors). Cues are pieces of evidence that presumably 
provide insight into the AT of a system (de Visser et al., 2014; Cancro 
et al., 2022; Liao & Sundar, 2022). Single cues may provide only narrow 
or even misleading insights into the AT of a system, and each cue is 
related to the AT to some degree. Thus, trustors are constantly 
(consciously or unconsciously) searching for, encountering, and inter-
preting cues to assess the AT of a system. Trustor’s PT is determined in 
part by how they actively and passively select, interpret, and weigh cues. 
In line with this, research has investigated how different cues are 
weighted and how they are associated with trust in decision aids 
(Conway et al., 2016).

A variety of cues can be used to assess system trustworthiness. For 
example, cues can be the aesthetics of a user interface, information 
included in the user manual, the time it takes to produce an output, a 
blue screen, information about the inputs a system uses, specific outputs 
of a system, the reported accuracy of a classifier, information about the 
uncertainty associated with a classification output, an explanation for 
the system’s recommendation, a label indicating trustworthy AI, or the 
logo of a company (Scharowski et al., 2023; de Visser et al., 2014; 
Cancro et al., 2022; Liao & Sundar, 2022; van der Werff et al., 2021). 
Cues can also come from other people (e.g., employee testimonials, see 
Section 4). Providing a comprehensive list of possible cues is beyond the 
scope of this paper, but research has already proposed design recom-
mendations and taxonomies to classify cues. For instance, de Visser 
et al., (2014) provide a “trust cue design taxonomy”. Cues mentioned by 
the authors are, for example, confidence levels that a system provides for 
its outputs, or information about goals and purposes of the system. 
Among other criteria, the authors organize these cues according to 
different “bases of trust” (e.g., intent, performance, process). We agree 
that what these authors discuss are manifest cues for assessing a system 
and its characteristics, but rather than calling the cues “trust cues”, we 
suggest to call them trustworthiness cues, since they are cues for assessing 
facets of system trustworthiness. Similarly, Cancro et al. (2022) provide 
a taxonomy of system information (i.e. cues) that according to the au-
thors can be used for “trust calibration”. Examples of cues in their work 
are explanations that provide information about a system’s uncertainty, 
the rationale for a system’s actions, and its past performance under 
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similar conditions. Again, we agree that these are all cues that help to 
assess a system, but instead of enabling “trust calibration”, we say that 
such cues aim to enable an accurate trustworthiness assessment.

3.3. Relations between the model components and influencing factors

Fig. 2 shows the relations between the micro-level components of the 
TrAM. Trustworthiness assessment is accurate when the trustor’s PT 
matches the system’s AT. According to Funder Funder, (1995), this ac-
curacy depends on the relevance and availability of cues on the side of the 
system and on the detection and utilization of cues on the side of the 
trustor.

On the system side, cue relevance and availability determine how 
accurately AT can be assessed from the cues. Cue relevance defines how 
indicative a cue is for the AT of a system. Relevant cues correlate 
strongly with the (facets of) AT of a system. For instance, a relevant cue 
for AT may be information about a system’s performance on a task. In 
contrast, less relevant cues correlate weakly with AT. A less relevant cue 
may be the popularity of a brand (Jacovi et al., 2021; Roy et al., 2001). 
In order to make an accurate and informed assessment, relevant cues 
must be available. In some cases, cues may also be uncorrelated with AT, 
although trustors may use them to form their PT. For example, Hoff and 
Bashir (2015) mention that increasing the anthropomorphism of auto-
mation can promote greater trust, which has been shown to be related to 
trustworthiness assessments and trust in systems (Glikson & Woolley, 
2020; Schaefer et al., 2016). However, any system could be designed to 
be anthropomorphic, regardless of its actual capabilities. Thus, anthro-
pomorphism may be a cue that is not related to the AT of a system, but it 
may be a cue that is often utilized by trustors and strongly influences the 
PT of the system.

Cue availability refers to the fact that cues can only be detected if they 
are accessible to the trustor. For example, the quality of a training data 
set could be a relevant cue. However, users may not have access to in-
formation about the training data. There are ideas in the literature that 
are consistent with the need to consider ways to make relevant trust-
worthiness cues available to human stakeholders. For instance, model 
cards (Mitchell et al., 2019) and fact sheets can highlight the purpose, 
algorithm, training and test data sets, potential biases, and model 
development of the system (Arnold et al., 2019; Baracaldo et al., 2022).

On the trustor’s side, cue detection and cue utilization determine how 
strongly cues relate to trustor’s PT and thus affect the accuracy of the 
assessment of AT. Cue detection means that relevant and available cues 
must be detected by the trustor. Possible factors influencing cue detec-
tion are trustor’s mood and emotions (Bechara et al., 1997; Bower, 1981; 
Forgas, 1995; Merritt, 2011), attentional capacity (Hawkins et al., 
1990), situation awareness (Endsley, 2017), time pressure (Rieger & 
Manzey, 2022), or their experience with a system (Thompson et al., 
2008). In addition, a trustor’s individual standards could top-down 
guide their attention to and detection of trustworthiness cues (Geyer 
& Müller, 2009; Jensen et al., 2011). Beyond that, user interface prop-
erties such as low contrast could make cue detection more difficult. For 
example, information about the training data set could be stored behind 
a hyperlink with low visibility. In this example, relevant information is 
available, but it may not be detected.

Cue utilization means that trustors must correctly interpret a relevant, 
available, and detected cue. In other words, even when relevant infor-
mation is available and detected, trustors must weigh this information 
appropriately. Research has provided evidence for inaccuracies of 
trustor’s PT due to suboptimal cue utilization. For instance, perceptions 
regarding system accuracy vary with the perceived difficulty of the 
system’s task, implying that contextual information may influence cue 
utilization (Papenmeier et al., 2022). Furthermore, lay people’s PT of a 
system appears to be more strongly influenced by a small sample of 
personal experiences with a system than by information from large-scale 
testing (Dietvorst & Bharti, 2020; Rechkemmer & Yin, 2022; Yin et al., 
2019). There may also be sequence effects that influence cue utilization. 

For instance, the first-error effect (Bahner et al., 2008) suggests that 
system errors (as a cue for the absence of system trustworthiness) are 
weighted more heavily when they occur at the beginning of a 
human-system interaction than when they occur later in the interaction.

Cue utilization may be influenced by cognitive biases or implicit 
attitudes toward automation or AI (Langer et al., 2022; Merritt et al., 
2013, 2015a ). For instance, such effects have been shown in research on 
the automation bias as a phenomenon associated with overtrust in sys-
tems (Parasuraman & Manzey, 2010) and in research on algorithm 
aversion as a phenomenon associated with undertrust after seeing sys-
tems fail (Dietvorst et al., 2015). Finally, the domain, task, and system 
knowledge of the human trustor might influence cue utilization (Zhang 
et al., 2020). For example, correctly interpreting whether a system is 
failing seems to be influenced by the trustor’s ability to perform a task 
without assistance (Merritt, Lee, et al., 2015). In contrast, little domain-, 
task-, and system knowledge (which could also be reflected in rather 
unspecific individual standards) may lead to inadequate utilization of 
cues, which may lead to inaccurate assessments of system’s AT (e.g., 
assuming that a high-quality user interface or the logo of a popular 
company indicates high system accuracy; Bansal et al., 2019; Jacovi 
et al., 2021; Koh & Sundar, 2010).

Funder (1995) emphasizes that relevance, availability, detection, 
and utilization all determine accurate assessments of target character-
istics. If only irrelevant cues are available, this will prevent an accurate 
assessment of AT. If no cues are available or detected, it is difficult to 
accurately assess system trustworthiness. Finally, improper utilization of 
relevant, available, and detected cues will result in a low accuracy of the 
trustworthiness assessment.

4. The macro level – the trustworthiness propagation process

The assessment of system trustworthiness does not occur in isolation. 
It is embedded in a societal and a social context, and many stakeholders 
are involved in the trustworthiness assessment before, for example, an 
end user assesses a system’s AT. In line with this, previous work has 
proposed a broader view when addressing issues of trust in AI systems 
(Chiou & Lee, 2021; Knowles & Richards, 2021; Papagni et al., 2022; 
Liao & Sundar, 2022). For instance, research has suggested that certi-
fication bodies and expert communities are important mediators in the 
development of public trust in AI systems – and thus in the development 
of individual trust in AI-based systems (Knowles & Richards, 2021). 
Other research has highlighted the importance of social cues and heu-
ristics in assessing system trustworthiness (Ehsan et al., 2021; Liao & 
Sundar, 2022). For example, seeing others interact with or talk about a 
system, can strongly influence trustworthiness assessments.

To understand how the (accuracy of a) stakeholder’s trustworthiness 
assessment of a system is influenced by the trustworthiness assessment 
of other stakeholders, we propose that the macro-level trustworthiness 
assessment of a system can be viewed as a net of micro-level trustwor-
thiness assessments of different trustors, each of which provides new 
trustworthiness cues to other trustors (see Fig. 5). We call the process of 
linked trustworthiness assessments and cue provision and reception in 
this graph the trustworthiness propagation process.

4.1. Overview of the macro level of the trustworthiness assessment model

Throughout the trustworthiness propagation process, different 
stakeholders assess a system’s AT to arrive at their PT. For instance, 
stakeholders along the system life cycle may be system designers, cer-
tification bodies, auditors, supervisors, and end users. These stake-
holders utilize cues, arrive at their PT based on these cues, and as a result 
may produce new cues (e.g., certificates, system manuals, testimonials) 
for other stakeholders that assess system trustworthiness (see Fig. 5). 
This implies that trustworthiness cues arise not only from the system 
itself, but also from the stakeholders who assess the AT of a system with 
respect to their individual standards. Given that AT likely differs 

N. Schlicker et al.                                                                                                                                                                                                                               Computers in Human Behavior 170 (2025) 108671 

8 



between stakeholders assessing the same system, there are as many ATs 
as there are trustors assessing the system and those ATs may overlap to 
varying degrees (see Fig. 5).

An example of a trustworthiness propagation process may start with 
a system designer assessing the AT of a system they have developed. 
Their assessment may produce new cues (e.g., performance metrics, a 
summary of system functionalities). Next, a certification institution may 
assess this system to allow it to enter the market. For its assessment, the 
certification institution might use the cues provided by the system, as 
well as cues provided by the system designer. As a result of its assess-
ment, the certification institution may produce new cues, for example a 
certification label (Scharowski et al., 2023). Those cues can then be used 
by managers and product adopters to form their PT of the system. This 
trustworthiness propagation process may reach an end user who uses all 
available cues to form their PT of the system. Yet, the trustworthiness 
propagation process can continue. For example, end users may provide 
cues to other end users or to management, who then update their 
assessment of system trustworthiness. Any stakeholder in the process 

can provide cues to system designers who may, for example, take a bug 
report as a cue to lower their confidence in the system’s ability and thus 
their PT. As a consequence, the designers may improve the system, and 
thus change the system characteristics.

The trustworthiness propagation process is thus a sequence of 
different trustors conducting the micro-level trustworthiness assessment 
process and producing secondary cues for other stakeholders to use in 
their trustworthiness assessment process. It is not a pipeline, nor does it 
involve a strict hierarchy; rather, it takes place in a complex social 
network of stakeholders. In the next section, we describe the trustwor-
thiness propagation process and the possible trustors involved.

4.2. The trustworthiness propagation process

The two main ideas of the trustworthiness propagation process are 
(1) that there exists a net of stakeholders who form their own PT of the 
system through micro-level trustworthiness assessment processes, and 
(2) that these stakeholders produce, what we call, secondary cues that 
can then be used by other stakeholders to form their PT of the system. In 
contrast to primary cues that stem directly from the system, secondary 
cues result from another stakeholder’s assessment of the system’s 
trustworthiness. Secondary cues convey information about the system 
that is “colored” by the individual standards of the stakeholders who 
produced those cues.

Different stakeholders may have different approaches to accessing 
primary cues. For instance, a system designer might test a system to 
obtain performance information about the system such as accuracy, 
precision, and recall within a given data set – cues that would be primary 
cues. Similarly, a certification institution may conduct its own testing of 
the system as a part of its audit process and may receive similar primary 
cues from the system. However, the certification institution may also 
receive information from the system designer about the accuracy of the 
system – a secondary cue. In this case, the information may have been 
limited to accuracy only because the designer decided that information 
about precision and recall did not need to be available. In our parlance: 
potentially relevant cues may not be available to the certification 
institution.

Secondary cues are important in increasing the efficiency of the 
micro-level trustworthiness assessment process. Conducting a thorough, 
attentive, and intentional micro-level trustworthiness assessment pro-
cess can be challenging and time-consuming. Secondary cues can 
streamline the assessment by indicating that another trustor has already 
completed the trustworthiness assessment. This aligns with research 
arguing that most people may lack the expertise to evaluate a system’s 
documentation and instead rely on expert judgements (Knowles & 
Richards, 2021), known as “trust by proxy” (Jacovi et al., 2021; Laux 
et al., 2023). This concept is also reflected in the notion of “social trust” 
or “trust in trust” in research on digital information on the internet, 
which suggests that people rely on reviews and references that reflect 
others’ assessments of the original information (Kelton et al., 2008). A 
prototypical example of a secondary cue is the provision of labels (e.g., 
labels used for certification or standardization; DIN, 2020; Zicari et al., 
2021).

Beyond efficiency, secondary cues can also strongly influence the 
accuracy of trustworthiness assessments (Guffey & Loewy, 2012; Ross 
et al., 1977). For example, secondary cues can be intentionally inaccu-
rate (e.g., the provision of intentionally deceptive cues, such as fraud-
ulent data in the Volkswagen emissions scandal; Baum, 2016, pp. 
633–647; Jung & Sharon, 2019). Secondary cues can also be uninten-
tionally inaccurate due to the secondary cue provider’s inaccurate 
assessment of system trustworthiness (e.g., a colleague’s uninformed 
report about a system). Furthermore, secondary cues may be inten-
tionally incomplete because stakeholders are trying to communicate 
efficiently (e.g., stakeholders may only communicate a single system 
performance measure) or because they are not allowed to communicate 
certain information (e.g., due to intellectual property or privacy 

Fig. 5. The macro-level trustworthiness propagation process. Various stake-
holders use cues (circles) from different origins (different shadings of the cues) 
to conduct micro level trustworthiness assessment processes. The cues they use 
can stem from the system (primary cues) or from other stakeholders (secondary 
cues). After their micro-level assessments, the stakeholders produce secondary 
cues for other stakeholders to use in their trustworthiness assessment. This 
figure shows a sample trustworthiness propagation process that could continue 
(which is indicated by the blurred line below “End User”). The differently 
shaded ovals in the system characteristics box indicate that there are as many 
actual trustworthinesses as there are trustors along the trustworthiness propa-
gation process.
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regulations).
Stakeholders’ individual standards shape their assessment of system 

trustworthiness and, consequently, their provision of secondary cues. In 
other words, Alice’s standards for a trustworthy system may not match 
Bob’s standards. Yet, Bob may believe that Alice’s trustworthiness 
assessment process includes similar standards. If Bob heavily utilizes 
secondary cues provided by Alice, and if Alice’s individual standards do 
not match Bob’s, he might mistakenly believe that the system is trust-
worthy for him. Bob and Alice are not aligned in terms of their indi-
vidual standards. As such at least one of them is also not aligned with the 
system.

Given the importance of secondary cues in the trustworthiness 
assessment process, and given the potential misalignment of individual 
standards: (Gabriel, 2020) it is important to try to understand each 
stakeholder involved in the trustworthiness propagation process, their 
individual standards, and the secondary cues they may produce. We will 
now consider examples of stakeholders and their possible individual 
standards and the secondary cues they provide. The following is not 
intended to be comprehensive; it is intended to provide an intuition 
about the relevance of the trustworthiness propagation process.

The first stakeholders in the trustworthiness propagation process are 
often the system designers. System designers initiate the development 
process of a system. They are in a continuous feedback loop with the 
system and have the opportunity to change the system if it does not meet 
their individual standards.

Individual standards: System designers may have a specific use case in 
mind when developing the system. For example, this could be classifying 
heart sounds in medicine (Melms et al., 2023; Thompson et al., 2019) or 
picking the best applicant in hiring (Langer et al., 2021). Designers’ 
individual standards for a trustworthy system might include stable 
performance (Friedler et al., 2021; Hauer et al., 2021; Parikh et al., 
2019), combined with specific requirements in the labeling process, a 
higher performance than the current state-of-the-art AI system on a 
benchmark data set (Oliveira et al., 2021; Russakovsky et al., 2015), and 
robustness.

Secondary cues: Following their assessment and with reference to 
regulatory requirements, system designers will provide secondary cues 
such as a documentation (Knowles & Richards, 2021), a summary of 
their training, validation and test data, accuracy metrics, limitations and 
capabilities of the system, information presented in the user interface, 
and model cards (Mitchell et al., 2019).

At least for the foreseeable future, market approval for AI systems, 
especially of those used in high-risk contexts, is likely to be granted only 
if the system meets a list of requirements consistent with standards 
agreed upon within a particular institutionalized community of values. 
Consequently, the next stakeholder in the trustworthiness propagation 
process might be a certification institution.

Individual standards: The standards of certification institutions are 
part of an ongoing debate about the market authorization of AI. Stan-
dards are discussed and agreed upon at (inter)national levels. For 
instance, the European High-Level Expert Group on Artificial Intelli-
gence (2019) attempted to define trustworthiness from a European 
perspective, highlighting various facets of what might constitute trust-
worthy AI (e.g., transparency, robustness, diversity, non-discrimination, 
and fairness). In addition, various ethical guidelines attempted to define 
what constitutes AT through a societal and scientific debate (Bærøe 
et al., 2020; Drobotowicz et al., 2021; Floridi, 2019; Morik et al., 2021; 
Zicari et al., 2021). The outcome of these debates sets the criteria that 
must be met for a trustworthy system. Note that this means that the same 
system could be considered as not trustworthy enough by a certification 
institution in the EU and trustworthy in, say, the US. The system 
applying for market approval will then be validated against these 
criteria by people representing the respective certification or approval 
body.

Secondary cues: Secondary cues provided by the certification insti-
tution may include reports, certification labels (e.g., indicating the 

“trustworthiness” of the system), and system disclaimers (e.g., indi-
cating possible limitations and risks associated with using a particular 
system).

After market authorization, the next stakeholder in the trustworthi-
ness propagation process might be deployers. Deployers are, for 
instance, vendors of AI systems or the senior management of an orga-
nization that decides whether to use a system in the organization.

Individual standards: Their individual standards for trustworthiness 
will be tied to their business goal. For example, a system would be 
considered trustworthy if it promised to increase profits and employee 
satisfaction, or if it promised to reduce risks and costs.

Secondary cues: Cues provided by the deployers might include a 
speech by the CEO supporting the use of a system or a company-wide 
advertising campaign for a new system. Another cue may be the reluc-
tance of a senior manager to implement a system (Rousseau et al., 1998).

Although there may be more stakeholders involved in the trustwor-
thiness propagation process (e.g., various certification institutions or 
deployers), we end with the end user. End users can be employees, 
casual home users, or researchers. End users play a special role in the 
trustworthiness propagation process, because they (1) repeatedly assess 
a system’s AT by interacting with the system, and (2) have to decide 
whether a system is trustworthy in general, but also whether they want 
to rely on a single output (i.e. end users have to decide whether a single 
system recommendation belongs to the 5 % incorrect cases reported in 
the documentation of the AI system; Cancro et al., 2022). Presumably, 
continuous daily interactions allow end users to quickly adjust their 
weighting and utilization of cues. Users may get better (e.g., due to more 
knowledge and experience) or worse (e.g., due to habituation and less 
awareness) at detecting and utilizing cues.

Individual standards: The goals and domain knowledge of end users as 
well as their technical expertise and knowledge of AI systems can be 
heterogeneous. End user’s individual standards may often be implicit, 
but may become more explicit and specific as they interact with the 
systems.

Secondary cues: End users may provide secondary cues to other end 
users. For instance, imagine that team members are using an AI system 
and seem happy with it. This can be used by other end users to assess 
system trustworthiness. End users may also be the ones who test a 
particular AI system and then try to convince their employers to deploy 
it in the organization. These secondary cues in the form of testimonials 
can be shared through various communication channels (e.g., through 
customer reviews in app stores, in interpersonal communication with 
colleagues, on social media).

5. Discussion

In seminal models of trust in automation (i.e. Lee & See, 2004) and 
organizational trust (i.e. Mayer et al., 1995) there formerly existed a gap 
because these models only included the PT of the trustor without 
describing how trustors arrive at their PT given the trustees’ AT. In this 
paper, we introduce the TrAM that complements existing trust models 
(e.g., Lee & See, 2004; Mayer et al., 1995) by adding the trustee (and its 
characteristics), specifying the concepts relevant to the trustworthiness 
assessment (system characteristics, individual standards, AT, and PT), 
describing their relations, and emphasizing the role of PT in the overall 
trust development process. Bringing more attention to the trustworthi-
ness assessment as a part of the trust development process may help to 
guide future research in understanding the transition from PT to trust 
and trusting behavior. Fig. 6 displays how the trust development process 
depicted in Fig. 1 is complemented by the TrAM.

5.1. Conceptual implications: how the TrAM relates to the trust 
development process

What we outline in this section is not intended to be a complete 
theory of the relations between PT, trust, trust propensity, and trusting 
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behavior. Instead, we hope that this section will stimulate discussion 
about the relations and distinctions between these concepts.

The propositions of the TrAM have implications regarding the 
specifications of trust and trusting behavior in the trust development 
process. Starting with the outcome of what we suggested in the micro- 
level of the TrAM, the PT consists of three parts: (1) the perceived 
presence of trustworthiness, (2) the perceived absence of trustworthi-
ness, and (3) the perceived uncertainty regarding the trustee (see Fig. 7). 
The trustor’s perceptions concerning the presence or absence of trust-
worthiness can be accurate to some degree, as indicated by the green 
(accurate) and red (inaccurate) areas on the outside of the circle. The 
proportions of accurate and inaccurate assessments reflect how accu-
rately a trustor’s PT reflects the system’s AT. The perceived uncertainty 
reflects the remaining attributed uncertainty with respect to the trustee. 
Specifically, we assume that prior to all assessments and for a person 
with no information at all about a system, the circle is completely filled 
with uncertainty (blue empty boxes in the requirement list metaphor). 
When a trustor assesses the trustworthiness of a system, uncertainty 
reduces and is in parts replaced by (1) the area indicating the presence of 
trustworthiness (light grey; checked boxes), which starts to fill the circle 
clockwise at 12 o’clock, followed by (2) the area indicating the absence 
of trustworthiness (dark grey; crossed out boxes).

Questions following from our propositions are related to how the 
trust development process continues after the trustworthiness assess-
ment process and how the other main concepts in the trust development 
process (i.e. trust, trust propensity, perceived stakes, and trusting 
behavior) relate to the outcomes of the trustworthiness assessment 
process. This question is also reflected in a recent review that stated that 
“There is a persistent gap in terms of understanding how a machine’s 
trustworthiness maps to the human–trust variable.”(Gebru et al., 2022, 
p. 959). The TrAM goes half the way by explicating the transition from a 
system’s characteristics to a trustor’s PT. But how does PT translate into 
trust? Mayer et al. (1995) are not explicit about this transition. In their 
model it seems that trust follows from a combination of perceived 
trustworthiness and the trustor’s propensity to trust. Building on the 
specifications in the TrAM, we now derive an initial idea on the tran-
sition from PT to trust.

Mayer et al.’s (1995) conceptualization of trust as a “willingness to 
be vulnerable” is reflected in the propositions of the TrAM in at least 
three ways: First, the trustor cannot perfectly assess the trustee’s AT and 
so they will form their PT without full or accurate knowledge of the 

trustee’s AT. In this sense, the trustor will be vulnerable to a potential 
mismatch between PT and AT, and vulnerable with respect to charac-
teristics of the system that they have not assessed or about which they 
are uncertain. Second, although the trustor may perceive a certain de-
gree of presence of trustworthiness in the trustee, they may also perceive 
a certain absence of trustworthiness. To accept that the trustee is 
imperfect means being willing to accept vulnerability. Third, even if the 
trustor was somehow able to perfectly match their PT to the trustee’s AT, 
they would remain vulnerable because the trustee could still disappoint 
the trustor, for example, due to an unforeseeable event. In this regard, 
trust can be said to reflect the willingness to accept a potential mismatch 
between PT and AT and a remaining uncertainty regarding the trustee, a 
potential known absence of trustworthiness, and the inherent unfor-
seeability of certain events.

Building on these conceptual insights regarding trust and building on 
the outcome of the trustworthiness assessment as outlined in Fig. 7 (i.e. 
the trustor’s PT), Fig. 8 aims to make the transition from PT to trust 
graspable.

Trust comes into play depicted by the orange dotted line that rep-
resents the trustor’s individual threshold for their willingness to become 
vulnerable (i.e. to trust). This trust threshold indicates the minimum that 
the area representing the perceived presence of trustworthiness must 
reach for trust to evolve. If it is reached, a trustor is willing to accept 
uncertainty (about a trustee’s trustworthiness) and the perceived (par-
tial) absence of a trustee’s trustworthiness. That means if the area of the 
circle that is filled with perceptions indicating the presence of trust-
worthiness passes the trust threshold, the trustor is willing to make 
themselves vulnerable – the trustor is in a position to trust. This also means 
that the trustor considers trusting behavior toward the trustee (i.e. to 
actually make themselves vulnerable to the trustee, Fig. 8A, B & D). If 
perceptions indicating the presence of a system’s trustworthiness do not 
fill enough space to reach the trust threshold, the trustor will be un-
willing to be vulnerable to the trustee, and thus will not trust (Fig. 8C). 
The more the area indicating the presence of trustworthiness surpasses 
the trust threshold the higher trust might be. This allows trust to be 
considered as a matter of degree (Loi et al., 2023), i.e. you can trust a 
trustee to a lower or to a higher degree.

The areas of the circle can be used to describe the relation between 
PT and trust. If the areas indicating the presence or absence of trust-
worthiness become larger, uncertainty about the trustee decreases. If the 
area indicating the presence of trustworthiness becomes larger, it 

Fig. 6. Overview of the Trust Development Process including the propositions of the TrAM. The left side of the figure shows the Trustworthiness Assessment Model 
(TrAM) as proposed in this paper. The right side shows an adapted version of the Organizational Trust Model (Mayer et al., 1995).
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becomes more likely that the trustor is willing to accept the remaining 
uncertainty and any perceived absence of trustworthiness. If the un-
certainty and perceived absence of trustworthiness about the trustee 
increase, it becomes less likely that the trustor will be willing to make 
themselves vulnerable to the trustee. At this point, we would like to 
emphasize that the perceived presence and absence of trustworthiness 
are not just simple additions of cues, but rather a function of cues. The 
details of this function (e.g., which cues are more important than others, 
how cues are combined) are ultimately empirical questions, but we 
suggest that the use of cues is a nonlinear, complex matter, where single 
cues and the order of those cues could strongly shift the proportions of 
perceived presence versus absence of trustworthiness, while the uncer-
tainty regarding the system may remain similar.

Trust propensity comes into play when we want to respond to the 
question: How trustworthy is trustworthy enough to trust? As outlined 
in section 2 on trust propensity, some individuals are more likely to trust 
than others (Mayer et al., 1995). In the parlance of the TrAM, this means 
that some individuals need less evidence indicating the presence of 
trustworthiness than others. As such, the trustor’s propensity to trust can 
affect the position of the trust threshold in Fig. 8. A high propensity to 
trust (i.e. a higher propensity to be willing to be vulnerable) moves the 
trust threshold counterclockwise (see Fig. 8C & D). In other words, the 
trustor will be more likely to trust, even with a comparatively larger 
amount of uncertainty about the trustee’s trustworthiness and also with 
a comparatively larger amount of perceived absence of the trustee’s 
trustworthiness.

Finally, trusting behavior comes into play when a trustor actually 
considers to make themselves vulnerable in a particular situation. At this 
point, the perceived stakes of the situation (i.e. the risks and benefits) 
will influence the decision of whether people will actually show trusting 
behavior (Mayer et al., 1995). The threshold for trustors to actually 
engage in trusting behavior is indicated by the turquoise dashed line in 
Fig. 8. A trustor shows trusting behavior, if the trusting behavior 

threshold is surpassed by the part of PT that indicates the presence of 
trustworthiness. The position of the trusting behavior threshold is 
influenced by the perceived stakes. If the likelihood or strength of ex-
pected negative outcomes increases, this is represented by moving the 
trusting behavior threshold clockwise making it less likely that the 
trustor will engage in trusting behavior; if the likelihood or strength of 
expected positive outcomes increases, this moves the dashed line 
counterclockwise making it more likely that the trustor will engage in 
trusting behavior. In short, if perceptions indicating the presence of 
trustworthiness reach the trust threshold, a trustor considers to become 
vulnerable, but if risks are high, they are unlikely to actually engage in 
trusting behavior.

To conclude, we hope that our description of the relation of the TrAM 
with the trust development process helps to enhance conceptual clarity 
in trust research by distinguishing the single components of the trust 
development process (AT, PT, trust, trust propensity, and trusting 
behavior). This conceptual clarity might also help to advance the mea-
surement of the single components. Our propositions imply that a 
measurement of PT should be distinct from a measurement of trust. 
Trust researchers might be encouraged to revisit existing measurements 
and examine what exactly those measure. For example, the widely used 
“trust” in automation scale by Jian et al. (2000) includes items that 
measure a) trustworthiness (e.g., by using items such as: “The system has 
integrity” or “I am suspicious of the system’s intent, action, or outputs”), 
b) trust (e.g.: “I can trust the system”), and c) familiarity with a system 
(“I am familiar with the system”) which seems to neither reflect trust-
worthiness nor trust because one could trust a completely unfamiliar 
system (which will probably not be associated with an accurate trust-
worthiness assessment). Potentially, this might have contributed to the 
finding that the Jian et al. scale can produce biased results (Gutzwiller 
et al., 2019).

Refining existing scales and exploring new trust measurement ap-
proaches will improve the precision of trust research (Kohn et al., 2021). 

Fig. 7. The circle reflects the trustor’s perceived trustworthiness (PT) of a trustee that (in parallel to our requirement list metaphor) consists of the perceived 
presence of trustworthiness (light grey; checked boxes), perceived absence of trustworthiness (dark grey; crossed out boxes), and the remaining uncertainty regarding 
system trustworthiness (blue; empty boxes). Before the assessment starts, the circle is filled completely with uncertainty. In this model the uncertainty starts to be 
replaced clockwise (starting at 12 o’clock) by the part of the PT that indicates the presence of trustworthiness, and is followed by the part of PT that indicates the 
absence of trustworthiness. The assessments of perceived presence and absence of trustworthiness can be accurate to a certain degree, indicated by the green 
(accurate) and red (inaccurate) areas at the outside of the circle. The degree of accuracy is the result of the comparison between a trustor’s PT and a system’s actual 
trustworthiness (AT). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)
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Inspiration for the distinct measurement of trustworthiness and trust 
might be retrieved from organizational trust research. For example, 
Mayer and Davis (1998) provided a questionnaire that distinguishes 
between facets of trustworthiness on the one hand (e.g., items such as 
“Top management is very capable of performing its job.” capture ability; 
items like “Top management is very concerned about my welfare.” 
capture benevolence; and items like “I never have to wonder whether 
top management will stick to its word.” capture integrity), and trust on 
the other hand (e.g., items such as “I would be willing to let top 

management have complete control over my future in this company.”; “I 
really wish I had a good way to keep an eye on top management.”). 
Furthermore, it could be considered to measure trust as planned 
anti-monitoring as suggested by Loi et al. (2023) analyzing how much 
vulnerability people have accepted toward a system.

5.2. How the TrAM and its propositions relate to calibrated trust

By specifying the trustworthiness assessment process, and by 

Fig. 8. The figures depict the result of the trustworthiness assessment process (i.e. the trustor’s perceived trustworthiness (PT)) and its relation to trust, trust 
propensity, and trusting behavior. The orange dotted line denotes the trustor’s individual threshold for their willingness to become vulnerable (i.e. trust threshold). 
Trust is present when the part of PT indicating the presence of trustworthiness surpasses the trust threshold. Trusting behavior depends on the position of the 
turquoise dashed line (i.e. trusting behavior threshold). The position of this line depends on the perceived risks (which move the dashed line clockwise) and benefits 
(which move the dashed line counterclockwise) (Fig. 8A & B). The position of the trust threshold might be affected by, for instance, the trustor’s propensity to trust 
(Fig. 8C & D). (For interpretation of the references to color in this figure legend, the reader is referred to the Web version of this article.)

N. Schlicker et al.                                                                                                                                                                                                                               Computers in Human Behavior 170 (2025) 108671 

13 



specifying the proposed relations between AT, PT, trust, trust pro-
pensity, and trusting behavior (see Fig. 6), this paper can also help to 
better understand the concept of “calibrated trust”. Calibrated trust has 
received much attention, but also increasing criticism, (see Wischnewski 
et al., 2023, for a review). For example, while research on calibrated 
trust shares the goal of optimizing the joint performance of humans and 
systems, there is great heterogeneity in defining and measuring cali-
brated trust (Carter et al., 2023; Merritt, Lee, et al., 2015; Wischnewski 
et al., 2023).

We do not attempt to redefine calibrated trust, but we can draw 
conclusions from the TrAM about what calibrated trust may not be. 
Calibrated trust has been defined as (1) a match between AT and PT (de 
Visser et al., 2020), (2) a match of a system characteristics (often system 
accuracy) and a trustor’s trust in the system (e.g., Laux et al., 2023; Lee 
& See, 2004), and (3) as correct trusting behavior (e.g., rejecting 
incorrect and accepting correct system outputs; Okamura & Yamada, 
2020; Zhang et al., 2020). Regarding (1), we propose that a strong match 
between AT and PT can more simply be described as a high accuracy of 
the trustworthiness assessment, which then supports well-informed and 
appropriate decisions in further stages of the trust development process. 
Regarding (2), we argue that this definition of calibrated trust neglects 
the trustworthiness assessment process – a process that this paper in-
troduces explicitly but that prior research at least implicitly assumed to 
be a basis of trust development processes (e.g., Lee & See, 2004; Mayer 
et al., 1995). Additionally, it is unclear how a certain degree of trust 
could align with specific system characteristics. We think it is easier to 
follow research on how people assess the characteristics of other entities 
(Funder, 1995; Hammond & Stewart, 2001) and to propose that trustors 
try to assess the AT of a system, this leads to their PT (which is accurate 
to a certain degree), and then PT affects whether people will be in a 
position to trust and to engage in trusting behavior. Regarding (3) we 
argue that this definition of calibrated trust may rather reflect calibrated 
trusting behavior (e.g., appropriate reliance; Schoeffer et al., 2025; 
Vereschak et al., 2021). Arguably, calibrated trusting behavior is 
something that we hope for when we try to optimize the accuracy with 
which people assess the trustworthiness of a system – but following and 
rejecting systems in the right situation seems to be conceptually 
downstream of correctly assessing the trustworthiness of a system.

Moreover, the term calibrated trust runs the risk of confusing an 
accurate trustworthiness assessment with a justified trustworthiness 
assessment. Whereas an accurate trustworthiness assessment reflects a 
match between the system’s AT and the trustor’s PT, a justified trust-
worthiness assessment results from an appropriate utilization of avail-
able and detected cues. In other words, a trustor’s PT may be justified 
given the available cues, even if it does not accurately reflect the AT. Our 
model allows for a case where all the cues available to the trustor about 
the system have been adequately detected and utilized, and yet this 
perfectly justified PT may not accurately reflect the AT of the system. For 
example, an otherwise reliable and capable system may perform poorly 
in a given situation, but cues indicating this absence of trustworthiness 
may not have been available to the trustor. So, we may need to be careful 
not to mistakenly accuse the trustor of lacking “calibrated trust” and 
instead think of ways how to enhance the availability of relevant cues.

5.3. Implications at the micro level

5.3.1. Implications of the relevance and availability of cues on the side of 
the system

The micro-level trustworthiness assessment process implies that, in 
order to achieve an accurate assessment of a system’s AT, relevant cues 
must be made available on the side of the system. Knowing which cues 
are relevant would enable to design systems that are tailored to the 
trustor’s individual standards for trustworthiness. If no cues are avail-
able for a trustor to evaluate a particular facet of AT (e.g., fairness) in 
light of their individual standards, research must investigate what cues 
might be appropriate.

Regarding cue relevance, it may also be necessary to consider the 
possible changing relevance of cues. For instance, environmental 
changes may affect the AT of a system which may also affect the rele-
vance of a cue (Jalaian et al., 2019). Therefore, it may be necessary to 
consider ways to make trustors aware of possible problems with the 
declining relevance of certain cues. For example, it may be helpful to 
provide an “expiration” date for certain cues (e.g., for performance 
metrics or the representativeness of sample data).

By examining the availability of cues, we may find that some cues to 
assess the system’s AT are more readily available than others, or that 
some are only available when trustors interact with systems over a long 
period of time. This type of cue availability analysis has implications for 
system design (e.g., how to make relevant cues available earlier, how to 
make those cues more accessible) and for human-system interaction (e. 
g., extending training time; explicitly producing certain cues, such as 
erroneous output, during user training; de Visser et al., 2014; de Visser 
et al., 2020; Hoff & Bashir, 2015).

The relevance and availability of cues for an accurate trustworthi-
ness assessment are also central in the area of explainable AI (XAI). In 
the terminology of our model, XAI research aims to make relevant cues 
available (Langer & Landers, 2021). For example, XAI research develops 
transparent models, e.g., models based on simple rules, where these 
rules provide relevant cues, or post-hoc explainability approaches that 
try to generate relevant cues by analyzing the decision processes of a 
black-box model (Baum et al., 2022, Baum et al., 2023; Biewer et al., 
2024; Kenny et al., 2021; Miller, 2019; Wysocki et al., 2023; Lipton, 
2018). However, for such black-box models (e.g., using deep neural 
networks), it may be especially challenging to achieve accurate trust-
worthiness assessments because these systems may make it more diffi-
cult to provide relevant cues. This has also implications for discussions 
evolving around “effective human oversight”, as demanded in the AI Act 
(European Parliament, 2024) for high-risk application contexts (Baum 
et al., 2025; Biewer et al., 2024; Green, 2022; Jobin et al., 2019; Sterz 
et al., 2024). Effective human oversight requires that humans can suffi-
ciently reliable assess when to rely on system output and when to reject 
it. Thus, effective human oversight requires an accurate trustworthiness 
assessment. In line with other research (Langer et al., 2024; Green, 
2022), our model suggests that if we want effective human oversight, we 
need to focus on making relevant cues available.

5.3.2. Implications of detection and utilization of cues on the side of the 
trustor

On the side of the trustor, factors that influence the accuracy of 
trustworthiness assessments include the trustors’ individual standards 
and the detection and utilization of cues. The degree of detail with which 
trustors can make their individual standards explicit may determine the 
accuracy of their trustworthiness assessment. Trustors who have clear 
and explicit individual standards, may be better able to compare 
different systems, as well as compare their own standards to system’s 
AT. Thus, it may be valuable to examine ways to make trustors more 
aware of their individual standards. For example, individual standards 
can be made more accessible by encouraging different stakeholders to 
express their individual standards. This may help to identify similarities, 
differences, possible granularities of individual standards, and to 
explicate these standards.

Cue detection could be influenced by trustors’ individual standards, 
and factors such as attentional guidance and information processing. 
Experiments (e.g., using eye tracking) or usability testing can provide 
information about cue detection. Especially, when multiple cues are 
available (e.g., primary and secondary; conflicting and highly correlated 
cues), this may provide fruitful insights into cue selection and weighting. 
Knowledge gained from such studies could be used to make irrelevant 
cues less salient and relevant cues more salient.

Examining cue utilization provides information about trustor’s in-
dividual standards, expectations of the system, and trustor’s knowledge 
and weighting of cue relevance. Knowing which cues are frequently 
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utilized and heavily weighted by users to assess system trustworthiness 
can further influence system design by adapting cues to make them more 
adequately utilized (e.g., decreasing saliency of cues that are frequently 
utilized incorrectly) (Durant et al., 2022). Additionally, users could be 
trained to correctly utilize detected cues in order to improve the accu-
racy of their assessment. This training could include, for example, 
correctly interpreting and understanding accuracy-related information 
(e.g., precision, recall) of a classifier (Juba & Le, 2019), as well as error 
training, in which users learn, which cues are present when the system 
fails and which cues might be relevant to check whether the system is 
working properly (Bahner et al., 2008).

5.4. Implications at the macro level

At the macro level, the trustworthiness propagation process proposes 
that the assessment of a system’s AT is a net of micro-level assessments. 
This also implies that trust in a system is often the consequence of trust 
in other stakeholders and their trustworthiness assessments (see also 
Ehsan et al., 2021; Kelton et al., 2008; Knowles & Richards, 2021). Thus, 
the assessment of system trustworthiness involves the combination of 
the assessment of trust in other people, trust in institutions, and trust in 
systems (Laux et al., 2023). As a consequence, for an accurate assess-
ment, downstream trustors need to assess not only the AT of a system, 
but also the AT of providers of secondary cues. Secondary cues result 
from another stakeholder’s trustworthiness assessment and are there-
fore colored by their individual standards. They may be designed with a 
specific goal in mind (Ehsan et al., 2021; Knowles & Richards, 2021), 
such as convincing others of a system’s trustworthiness or of embedded 
moral values (de Visser et al., 2014; Cancro et al., 2022). Individual 
standards for trustworthiness may differ between the stakeholders (see 
also Knowles & Richards, 2021), and if these differences are not explicit, 
incorrect assumptions about cues may lead to an inadequate utilization 
and thus low accuracy in the assessment of AT. We may even hypoth-
esize that the accuracy of the trustworthiness assessment increases when 
different trustors providing secondary cues make their individual stan-
dards explicit and available for scrutiny by others.

Policy makers could anticipate potential trustworthiness propaga-
tion nets in the design and implementation of AI systems. This means 
identifying the trustors involved in the net, their respective individual 
standards, and the cues they might use and provide. Policy makers, 
standardization committees, and certification institutions may then 
need to ensure that different trustors can determine whether their in-
dividual standards are reflected in the system. This is in line with 
Knowles & Richards (2021) who argue that it should be communicated 
“how the system ensures that AI is trustworthy in a way that meaningfully 
relates to how the public would define trustworthy AI” (p. 268, emphasis in 
original).

This also applies to the communication about “trustworthy systems”, 
which needs to emphasize the subjective nature of trustworthiness. For 
example, imagine that a certification institution develops a “trustworthy 
AI” label. Given the subjective nature of trustworthiness, trustors who 
see this label may mistakenly assume that their individual standards are 
met, and may not examine the system in detail (Ross et al., 1977), which 
could lead to an inaccurate trustworthiness assessment. Such possible 
misinterpretations of cues intended to communicate specific character-
istics of different products were also shown for “ecolabels”, “fair trade 
labels” (Czarnezki et al., 2014), and “trusted shops” labels (Rüdiger 
et al., 2022). We are not saying that such labels are always misleading – 
they can help people to quickly assess whether a product meets their 
individual standards, a process that would otherwise require a 
resource-intensive (trustworthiness) assessment process. However, we 
do say that calling a label “trustworthy AI” may lead to different ex-
pectations among different trustors and should therefore be accompa-
nied by a summary of the individual standards that were relevant to a 
particular institution that assessed the trustworthiness of a system.

5.5. Limitations

There are two limitations of the proposed model that we would like 
to emphasize. First, the model makes propositions about theoretical 
processes and concepts that are currently difficult to capture and that 
may not be readily accessible to the stakeholders involved. For instance, 
trustors may initially not be able to communicate their individual 
standards, or may not be aware of the cues they have used in assessing a 
system’s trustworthiness. We do not expect trustors to always explicitly 
engage in cue detection and utilization, nor may they be motivated to 
engage in such a process. Despite the challenge of making the concepts 
of our model measurable, and despite describing processes that may 
outline a modeled reality, we believe that the concepts we describe are 
important for better understanding the process by which people arrive at 
their PT of a system and crucial for better conceptualizing the entire 
trust development process. Our model aims to inspire research (1) on the 
side of the system to make relevant cues available, (2) on the side of the 
trustor to understand what influences the detection and utilization of 
cues, (3) on the trustworthiness propagation process, e.g., what kind of 
secondary cues are produced along the trustworthiness propagation 
process and how do they influence trustworthiness assessments, and (4) 
that makes the proposed concepts measurable.

Second, we claim that individual standards of system trustworthiness 
differ across trustors and are task- and context-specific. Thus, at first 
glance, individual standards may appear to be a concept with limited 
value for research and practice due to its variability. It is important to 
emphasize that we do not expect these standards to be arbitrary, but 
rather expect them to relate to a common understanding of trustwor-
thiness (Jobin et al., 2019; Lee & See, 2004; Mayer et al., 1995). 
Accordingly, we expect overlap in the individual standards across 
trustors, but also that the exact combination of features, as well as their 
weight in forming PT, may be idiosyncratic.

6. Conclusion

The safe and effective use of AI systems requires an accurate 
assessment of the system, its strengths and weaknesses against a trust-
or’s goals and standards. An accurate assessment of system trustwor-
thiness is therefore a prerequisite for well-grounded trust, trusting 
behavior and also for what has been termed “alignment” between 
humans and AI-based systems (Gabriel, 2020). In this paper, we intro-
duced the Trustworthiness Assessment Model, described its micro-level 
trustworthiness assessment process, which explains how trustors assess a 
system’s AT to arrive at their PT of the system, and we described the 
model’s macro-level trustworthiness propagation process which em-
phasizes that different stakeholders provide cues that other stakeholders 
can use to assess system trustworthiness. In doing so, we advance trust 
theory by explicating a process that focuses on trustworthiness as the 
basis for trust, and by providing a model that adds the trustee and its 
characteristics to existing trust models. Additionally, we clarify the 
concepts of the trust development process as well as their relations. To 
specify the relations, we provide visualizations of the trust development 
process. Our practical implications include suggestions on (1) what 
system designers can do to better enable trustors to accurately assess 
system trustworthiness, (2) what trustors need to be aware of when 
assessing system trustworthiness, (3) the role of trustworthiness prop-
agation. Each concept in our model requires empirical evaluation and 
interdisciplinary theoretical refinement – something we hope will 
happen in response to the ideas we present in this paper.
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color bias in deep learning-based skin lesion segmentation. Computer Methods and 
Programs in Biomedicine, 245, Article 108044. https://doi.org/10.1016/j. 
cmpb.2024.108044

Biewer, S., Baum, K., Sterz, S., Hermanns, H., Hetmank, S., Langer, M., et al. (2024). 
Software doping analysis for human oversight. Formal Methods in System Design. 
https://doi.org/10.1007/s10703-024-00445-2

Birhane, A. (2022). The unseen Black faces of AI algorithms. Nature, 610(7932), 
451–452. https://doi.org/10.1038/d41586-022-03050-7

Bolton, M. L. (2022). Trust is not a virtue: Why we should not trust trust. Ergonomics in 
Design. , Article 10648046221130171. https://doi.org/10.1177/ 
10648046221130171

Borsboom, D., Mellenbergh, G. J., & Heerden, J.van (2003). The theoretical status of 
latent variables. Psychological Review, 110, 203–219. https://doi.org/10.1037/0033- 
295X.110.2.203

Bower, G. H. (1981). Mood and memory. American Psychologist, 36, 129–148. https:// 
doi.org/10.1037/0003-066X.36.2.129

Brunswik, E. (1956). Perception and the representative design of psychological experiments. 
University of California Press. https://doi.org/10.1525/9780520350519

Buçinca, Z., Lin, P., Gajos, K. Z., & Glassman, E. L. (2020). Proxy tasks and subjective 
measures can be misleading in evaluating explainable AI systems. In Proceedings of 
the 25th International Conference on Intelligent User Interfaces, (pp. 454–464). https:// 
doi.org/10.1145/3377325.3377498

Cancro, G.J., Pan, S., & Foulds, J. (2022). Tell me something that will help me trust you: 
A survey of trust calibration in human-agent interaction (arXiv:2205.02987). arXiv. 
http://arxiv.org/abs/2205.02987.

Carroll, J. B. (1993). Human cognitive abilities: A survey of factor-analytic studies. 
Cambridge University Press. 

Carter, O. B. J., Loft, S., & Visser, T. A. W. (2023). Meaningful communication but not 
superficial anthropomorphism facilitates human-automation trust calibration: The 
Human-Automation Trust Expectation Model (HATEM). Human Factors, 66(11), 
2485–2502. https://doi.org/10.1177/00187208231218156

Chiou, E. K., & Lee, J. D. (2021). Trusting automation: Designing for responsivity and 
resilience. Human Factors, 65, 137–165. https://doi.org/10.1177/ 
00187208211009995

Cisse, M., Bojanowski, P., Grave, E., Dauphin, Y., & Usunier, N. (2017). Parseval 
networks: Improving robustness to adversarial examples. In Proceedings of the 34th 
International Conference on Machine Learning , 70, (pp. 854–863). https://proceedings 
.mlr.press/v70/cisse17a.html.

Colquitt, J. A., Scott, B. A., & LePine, J. A. (2007). Trust, trustworthiness, and trust 
propensity: A meta-analytic test of their unique relationships with risk taking and job 
performance. Journal of Applied Psychology, 92(4), 909–927. https://doi.org/ 
10.1037/0021-9010.92.4.909

Conway, D., Chen, F., Yu, K., Zhou, J., & Morris, R. (2016). Misplaced trust: A bias in 
human-machine trust attribution - In contradiction to learning theory. In Proceedings 
of the 2016 CHI conference extended abstracts on human factors in computing systems, 
(pp. 3035–3041). https://doi.org/10.1145/2851581.2892433

Czarnezki, J., Homan, A., & Jeans, M. (2014). Creating order amidst food eco-label 
chaos. Duke Environmental Law and Policy Forum, 25(2014), 281. https://scholarship. 
law.duke.edu/delpf/vol25/iss2/2.

de Visser, E. J., Cohen, M., Freedy, A., & Parasuraman, R. (2014). In R. Shumaker, & 
S. Lackey (Eds.), Virtual, Augmented and mixed reality. Designing and developing virtual 
and augmented environments, (Vol. 8525 pp. 251–262). Springer International 
Publishing. https://doi.org/10.1007/978-3-319-07458-0_24. 

de Visser, E. J., Peeters, M. M. M., Jung, M., Kohn, S., Tyler, S., Pak, R., et al. (2020). 
Towards a theory of longitudinal trust calibration in human–robot teams. 
International Journal of Social Robotics, 12. https://doi.org/10.1007/s12369-019- 
00596-x

Deutsch, M. (1975). Equity, equality, and need: What determines which value will be 
used as the basis of distributive justice? Journal of Social Issues, 31(3), 137–149. 
https://doi.org/10.1111/j.1540-4560.1975.tb01000.x

Dietvorst, B. J., & Bharti, S. (2020). People reject algorithms in uncertain decision 
domains because they have diminishing sensitivity to forecasting error. Psychological 
Science, 31(10), 1302–1314. https://doi.org/10.1177/0956797620948841

Dietvorst, B. J., Simmons, J. P., & Massey, C. (2015). Algorithm aversion: People 
erroneously avoid algorithms after seeing them err. Journal of Experimental 
Psychology: General, 144(1), 114–126. https://doi.org/10.1037/xge0000033

Dietz, G., & Den, H. D. N. (2006). Measuring trust inside organisations. Personnel Review, 
35(5), 557–588. https://doi.org/10.1108/00483480610682299

N. Schlicker et al.                                                                                                                                                                                                                               Computers in Human Behavior 170 (2025) 108671 

16 

https://doi.org/10.1186/s12911-021-01542-6
https://doi.org/10.1147/JRD.2019.2942288
https://doi.org/10.1147/JRD.2019.2942288
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref147
https://doi.org/10.1038/s41586-018-0637-6
https://doi.org/10.1038/s41586-018-0637-6
https://doi.org/10.4324/9781315745572-12
https://doi.org/10.1177/154193120805201906
https://doi.org/10.1609/hcomp.v7i1.5285
https://doi.org/10.1609/hcomp.v7i1.5285
http://arxiv.org/abs/2202.12443
https://doi.org/10.2471/BLT.19.237289
https://doi.org/10.1007/978-3-319-47169-3_49
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref13
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref13
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref13
https://doi.org/10.1007/s13347-022-00510-w
https://doi.org/10.1007/s13347-022-00510-w
https://doi.org/10.1126/science.275.5304.1293
https://doi.org/10.1126/science.275.5304.1293
https://doi.org/10.1147/JRD.2019.2942287
https://doi.org/10.1016/j.cmpb.2024.108044
https://doi.org/10.1016/j.cmpb.2024.108044
https://doi.org/10.1007/s10703-024-00445-2
https://doi.org/10.1038/d41586-022-03050-7
https://doi.org/10.1177/10648046221130171
https://doi.org/10.1177/10648046221130171
https://doi.org/10.1037/0033-295X.110.2.203
https://doi.org/10.1037/0033-295X.110.2.203
https://doi.org/10.1037/0003-066X.36.2.129
https://doi.org/10.1037/0003-066X.36.2.129
https://doi.org/10.1525/9780520350519
https://doi.org/10.1145/3377325.3377498
https://doi.org/10.1145/3377325.3377498
http://arxiv.org/abs/2205.02987
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref24
http://refhub.elsevier.com/S0747-5632(25)00118-9/sref24
https://doi.org/10.1177/00187208231218156
https://doi.org/10.1177/00187208211009995
https://doi.org/10.1177/00187208211009995
https://proceedings.mlr.press/v70/cisse17a.html
https://proceedings.mlr.press/v70/cisse17a.html
https://doi.org/10.1037/0021-9010.92.4.909
https://doi.org/10.1037/0021-9010.92.4.909
https://doi.org/10.1145/2851581.2892433
https://scholarship.law.duke.edu/delpf/vol25/iss2/2
https://scholarship.law.duke.edu/delpf/vol25/iss2/2
https://doi.org/10.1007/978-3-319-07458-0_24
https://doi.org/10.1007/s12369-019-00596-x
https://doi.org/10.1007/s12369-019-00596-x
https://doi.org/10.1111/j.1540-4560.1975.tb01000.x
https://doi.org/10.1177/0956797620948841
https://doi.org/10.1037/xge0000033
https://doi.org/10.1108/00483480610682299


DIN, DKE. (2020). German standardization roadmap on artificial intelligence. https://www. 
din.de/resource/blob/772610/8bfea3055c03aa1e2563afc16001b06f/normungsroa 
dmap-en-data.pdf.

Drobotowicz, K., Kauppinen, M., & Kujala, S. (2021). In Trustworthy AI services in the 
public sector: What are citizens saying about It?, (Vol. 12685 pp. 99–115). Engineering: 
Foundation for Software Quality. https://doi.org/10.1007/978-3-030-73128-1_7. 

Durant, S., Wilkins, B., Woods, C., Uliana, E., & Stathis, K. (2022). Attention guidance 
agents with eye-tracking. In N. Alechina, M. Baldoni, & B. Logan (Eds.), Engineering 
multi-agent systems (pp. 92–113). Springer International Publishing. https://doi.org/ 
10.1007/978-3-030-97457-2_6. 

Dzindolet, M. T., Peterson, S. A., Pomranky, R. A., Pierce, L. G., & Beck, H. P. (2003). The 
role of trust in automation reliance. International Journal of Human-Computer Studies, 
58(6), 697–718. https://doi.org/10.1016/S1071-5819(03)00038-7

Dzindolet, M. T., Pierce, L. G., Beck, H. P., & Dawe, L. A. (2002). The perceived utility of 
human and automated aids in a visual detection task. Human Factors, 44(1), 79–94. 
https://doi.org/10.1518/0018720024494856

Ehsan, U., Liao, Q. V., Muller, M., Riedl, M. O., & Weisz, J. D. (2021). Expanding 
explainability: Towards social transparency in AI systems. In Proceedings of the 2021 
CHI Conference on Human Factors in Computing Systems, (pp. 1–19). https://doi.org/ 
10.1145/3411764.3445188

Endsley, M. R. (2017). From here to autonomy: Lessons learned from human–automation 
research. Human Factors, 59(1), 5–27. https://doi.org/10.1177/0018720816681350

European Parliament. 2024. Regulation (EU) 2024/1689 of the European Parliament and 
of the Council of 13 June 2024 laying down harmonised rules on artificial 
intelligence and amending Regulations (EC) No 300/2008, (EU) No 167/2013, (EU) 
No 168/2013, (EU) 2018/858, (EU) 2018/1139 and (EU) 2019/2144 and Directives 
2014/90/EU, (EU) 2016/797 and (EU) 2020/1828 (Artificial Intelligence Act) (Text 
with EEA relevance) http://data.europa.eu/eli/reg/2024/1689/oj.

Flathmann, C., Schelble, B. G., Zhang, R., & McNeese, N. J. (2021). Modeling and guiding 
the creation of ethical human-AI teams. In Proceedings of the 2021 AAAI/ACM 
Conference on AI, Ethics, and Society (pp. 469–479). https://doi.org/10.1145/ 
3461702.3462573

Floridi, L. (2019). Establishing the rules for building trustworthy AI. Nature Machine 
Intelligence, 1(6), 261–262. https://doi.org/10.1038/s42256-019-0055-y

Forgas, J. P. (1995). Mood and judgment: The affect infusion model (AIM). Psychological 
Bulletin, 117, 39–66. https://doi.org/10.1037/0033-2909.117.1.39

Friedler, S. A., Scheidegger, C., & Venkatasubramanian, S. (2021). The (Im)possibility of 
fairness: Different value systems require different mechanisms for fair decision 
making. Communications of the ACM, 64(4), 136–143. https://doi.org/10.1145/ 
3433949

Funder, D. C. (1995). On the accuracy of personality judgment: A realistic approach. 
Psychological Review, 102(4), 652–670. https://doi.org/10.1037/0033- 
295X.102.4.652

Gabriel, I. (2020). Artificial intelligence, values, and alignment. Minds and Machines, 30 
(3), 411–437. https://doi.org/10.1007/s11023-020-09539-2

Gebru, B., Zeleke, L., Blankson, D., Nabil, M., Nateghi, S., Homaifar, A., et al. (2022). 
A review on human–machine trust evaluation: Human-centric and machine-centric 
perspectives. IEEE Transactions of Human Machine Systems, 52(5), 952–962. https:// 
doi.org/10.1109/THMS.2022.3144956

Geyer, T., & Müller, H. J. (2009). Distinct, but top-down modulable color and positional 
priming mechanisms in visual pop-out search. Psychology Research, 73(2), 167–176. 
https://doi.org/10.1007/s00426-008-0207-x

Glikson, E., & Woolley, A. (2020). Human trust in artificial intelligence: Review of 
empirical research. The Academy of Management Annals, 14(2), 627–660. https://doi. 
org/10.5465/annals.2018.0057.

Goffman, E. (2006). The presentation of self. In Life as theater: A dramaturgical sourcebook 
(pp. 129–139). New Brunswick, NJ: Aldine Transaction. https://bpb-us-e2.wpmucd 
n.com/sites.middlebury.edu/dist/c/2414/files/2012/09/Goffman2.pdf. 

Green, B. (2022). The flaws of policies requiring human oversight of government 
algorithms. Computer Law & Security Report, 45, Article 105681. https://doi.org/ 
10.1016/j.clsr.2022.105681

Guffey, M. E., & Loewy, D. (2012). Essentials of business communication. Cengage 
Learning. 

Gutzwiller, R. S., Chiou, E. K., Craig, S. D., Lewis, C. M., Lematta, G. J., & Hsiung, C.-P. 
(2019). Positive bias in the ‘Trust in Automated Systems Survey’? An examination of 
the Jian et al. (2000) scale. Proceedings of the Human Factors and Ergonomics Society - 
Annual Meeting, 63(1), 217–221. https://doi.org/10.1177/1071181319631201

Hammond, K. R. (1996). Human judgment and social policy: Irreducible uncertainty, 
inevitable error, unavoidable injustice. Oxford University Press. 

Hammond, K. R., & Stewart, T. R. (2001). The essential Brunswik: Beginnings, explications, 
applications. Oxford University Press. 
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Schoeffer, J., Jakubik, J., Vössing, M., Kühl, N., & Satzger, G. (2025). AI reliance and 
decision quality: Fundamentals, interdependence, and the effects of interventions. 
Journal of Artificial Intelligence Research, 82, 471–501. https://doi.org/10.1613/jair.1 
.15873.

Serna, I., Morales, A., Fierrez, J., & Obradovich, N. (2022). Sensitive loss: Improving 
accuracy and fairness of face representations with discrimination-aware deep 
learning. Artificial Intelligence, 305, Article 103682. https://doi.org/10.1016/j. 
artint.2022.103682

Setzu, M., Guidotti, R., Monreale, A., Turini, F., Pedreschi, D., & Giannotti, F. (2021). 
GLocalX - from local to global explanations of black box AI models. Artificial 
Intelligence, 294, Article 103457. https://doi.org/10.1016/j.artint.2021.103457

Shin, D. (2019). Blockchain: The emerging technology of digital trust. Telematics and 
Informatics, 45(December 2019), Article 101278. https://doi.org/10.1016/j. 
tele.2019.101278

Spearman, C. (1961). “General intelligence” objectively determined and measured. 
Appleton-Century-Crofts. https://doi.org/10.1037/11491-006

Sterz, S., Baum, K., Biewer, S., Hermanns, H., Lauber-Rönsberg, A., Meinel, P., et al. 
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