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Abstract. When facing a crisis, such as a novel type of disease, indi-
viduals need to learn about effective health measures and practices to
prevent the spread of illness. They do so both through reflection about
their own actions as well as the communal experience of their peers. Here,
we present an agent-based model to examine the resulting dynamics in
the diffusion of health behaviours and practices. In the model, we em-
ploy reinforcement learning and bounded confidence opinion dynamics
to model varying degrees of external, e.g. social, and internal knowledge
gains in the context of protective measures against a novel disease as
use case. Our study shows that social influence is critical for the adop-
tion of potentially effective low-cost strategies, while individual learning
modes limit the spread of potentially harmful high-cost strategies. On
the downside, social learning also facilitates the spread of ineffective or
even harmful health measures and practices. Our findings suggest that
cultural variation emerges in times of crisis among learning individuals.

Keywords: Agent-based Modelling · Multi-Agent Reinforcement Learn-
ing · Opinion Dynamics · Social Simulation

1 Introduction

The recent COVID-19 pandemic is the reflection of a broader pattern in the
evolution of human history: increaseing numbers of emerging diseases. In the
decades after the Second World War, hundreds of new diseases were identified,
including dangerous pathogens that caused serious epidemics [24]. Increasing
health threats through diseases call for a better understanding of the human
responses that mediate the harmful impact of pathogens. While many of the
emergency responses in modern societies are coordinated by governments and
international organisations, in times of crisis, people frequently draw on their
own knowledge and learn from their social environment. Lacking the knowledge
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about effective health measures and practices, individuals fall back on established
measures from other contexts or develop health strategies in coordination with
their social contacts. These micro-interactions and social learning experiences
can produce cultural variation in the societal responses to epidemic diseases.
This paper uses agent-based modelling to uncover some of the conditions under
which effective and ineffective cultural variation emerges during times of crisis.
Often certain groups display health behaviour that strongly differs from the ma-
jority. In the past, as example for effective group practices, we observed Jewish
hygiene customs that safeguarded during the Black Death [27]. A contemporary
example of ineffective or even harmful actions is the questionable use of anti-
parasitic drugs during the recent COVID-19 pandemic [26]. In social simulation,
such phenomena are typically framed as processes of opinion spread and assim-
ilation [12], which could be interpreted as peer pressure, a contagion of fear, or
behavioural imitation. At the same time, it is self-evident that individuals are
not solely imitating the behaviour of others but are also capable of accumulating
and evaluating their own experiences and will adjust their behaviour accordingly,
something represented in agent-based modelling as agent learning [30].

In this paper, we combine both mechanisms to describe how cultural prac-
tices spread in the context of disease prevention. The distinctive innovation of
our method lies in its capacity to facilitate the co-learning of various actions,
encompassing a wide range of effectiveness, from potentially harmful to highly
effective. In contrast to traditional reinforcement learning, this allows a con-
vergence towards cultural practices that are actually ineffective in preventing
diseases. Through this novel approach, we investigate the interplay of learning
processes, social influence dynamics, and the propagation of diseases, with a
particular emphasis on the emergence of seemingly ineffective strategies, despite
the potential for knowledge acquisition.

2 Background, Motivation and Research Question

To understand the current relevance of this research, it is important to consider
it in its historical and social context.

2.1 Epidemic Diseases and Societal Responses

While epidemic diseases played only a minor role in social scientific research for
many decades, the recent COVID-19 pandemic led to new efforts to improve
public health and investigate the change of societies. Social scientists widely
agree that many factors drive social change. They are related to social and tech-
nological innovations, changing demographics, revolutions, wars, or economic
crises. Infectious diseases are also increasingly recognised as contributors towards
change. Major killers such as plague, cholera, smallpox, HIV/AIDS and other
illnesses were important causes in the generation of different forms of organised
social responses and the advancement of methods in public health [24].
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Historically, epidemics are distinct from other, less destructive and widespread
forms of disease, such as chronic or genetic ones. Infectious diseases are ongoing
threats and human societies stay susceptible to the transmission of known and
novel pathogens. Records of responses to epidemics are indicative of human cre-
ativity and diversity across societies and periods. As the dominant frameworks on
the causes of diseases changed, so did the ways individuals and groups responded
to changing health threats [24]. Reactions are intrinsically tied to dominant med-
ical doctrines and prevalent structures of power. As an example, the handling
of the reduced mortality among patients of homeopathic practitioners during
a cholera outbreak illustrates two phenomena: For one, although homeopaths
might attribute success to homeopathic treatments, it was likely due to differing
hygiene and rehydration practices. It is difficult to identify effective practices in
the absence of rigorous scientific methods, since individuals typically engage in
multiple practices concurrently. For another, the medical establishment outright
disregarded the success of the homeopaths without investigating the reasons of
success [9]. Regardless of success, people are more likely to adopt practices of
similar individuals than those perceived as different.

Jumping to the 21st century, the COVID-19 pandemic marks an important
contemporary case signalling the importance of dominant medical paradigms of
disease and power structures. In the immediate pandemic period, individuals
in the U.S. and many other countries applied various non-pharmaceutical in-
terventions to confront the disease, partially because effective pharmaceutical
interventions (e.g. medications and vaccines) were not yet available. The dis-
ease spread largely depended on the personal behavioural choices. Physical dis-
tancing measures (such as self-isolation) in combination with hygienic practices
(including frequent hand-washing or wearing face masks) were highly effective.
However, social distancing through contact reduction was also associated with
major social and economic costs. Isolation negatively impacted mental health
and disrupted the daily lives of individuals across the globe. Additionally, we
observed various processes of social contagions in the dissemination of misinfor-
mation, fear and health advice. Observable behaviours, such as mask wearing,
influenced group behaviour. Misinformation about cures caused many cases of
self-injuries because harmful substances such as bleaching agents were praised as
potent solutions. Less harmful home remedies such as eating garlic or drinking
ginger tea were also falsely named effective on social media [7].

These examples suggest that societal responses to epidemic diseases are
highly contingent on social context. Political authorities play an active role by
coordinating measures and drawing from experiences with previous epidemics.
Howeverthe success of public health policies relies on compliance and the ac-
tive decisions of individuals. During times of crisis, individuals try to protect
themselves and their closest contacts using various private and public sources as
well as spiritual and non-spiritual goods and services to cope with the various
consequences of epidemic diseases.
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2.2 Diffusion and Learning of Cultural Practices

The theory of contagion was initially developed to explain diseases, but core ideas
were also adopted by social sciences to study the diffusion of behaviours, beliefs,
or cultural practices through social reinforcement. An important approach to
the explanation of social change is therefore dedicated to the structures of social
networks, defined as sets of relations among individuals [8, 6].

A fundamental assumption is that the structural characteristics of social
networks are significant for transmission processes. Research shows that human
networks are defined by connectivity (average degree of edges above 1) and short
paths, referred to as the small world property. These traits provide important
structural conditions for the diffusion of diseases, information, or practices [29].

As mobility and the range of contacts increased, so did the potential for
epidemic diseases to spread rapidly and widely [18]. Research on the most deadly
disease in human history, the Black Death, indicates that the fear response in the
form of testaments and wills generated large connected networks that provided
opportunities for information transmission and knowledge transfer [31].

Going beyond empirical studies of diseases, social scientists developed a set
of learning models that incorporate network dynamics and foster a better un-
derstanding of general patterns in decision making processes. Through repeated
interaction, information gathering and updating of beliefs, a social network con-
verges towards shared beliefs. Commonly, the emerging consensus depends on
the initial opinions of individuals and the degrees of nodes in the network [18].

While consensus may form in many contexts, opinions about health measures
such as vaccinations are not homogeneous and large variations can be found in
countries such as the United States where groups of ”anti-vaxxers” emerged in
several regions. Research based on agent-based modelling shows that these types
of variation in cultural beliefs are not dependent on social network structures, but
rather related to cognitive processes such as the interpretations of the relations
among cognitive objects, i.e., associative diffusion rather than social contagion.
This research shifts the focus from durable relationships in many network studies
of social influence, to short-term observations of behaviours. It is argued that
assumptions about balkanised worlds and segregated groups do not sufficiently
explain cultural differentiation [13].

Research questions and approach In summary, our research is motivated by
the observation that both historically and concurrently, cultural practices in the
context of infectious diseases are strongly tied to the patterns of interaction in
social groups. Thus, the central research question revolves around investigating
the mechanisms through which reinforcement learning and opinion dynamics col-
lectively contribute to the propagation of ineffective practices through incorrect
beliefs (or opinions) about their effectiveness.

This is achieved by combining three fundamental mechanisms: Multi-action
reinforcement learning, wherein multiple actions can be chosen in parallel; opin-
ion dynamics, were agents can adapt their opinions about the effectiveness of
practices based on the opinions of other agents; and an epidemiological model in
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which effective actions curb disease transmission. This approach enables us to
explore how a lack of understanding regarding the actual significance of individ-
ual actions in shaping the overall outcome fosters the development of suboptimal
strategies. This view does not imply malice or ignorance on the part of the agents
- however, during a pandemic, a successful agent will not be inclined to conduct
systematic experiments to determine which of the different preventive measures
contributed to their continued health. As such, the multi-agent perspective in-
troduced through opinion dynamic and cooperative multi-agent reinforcement
learning is necessary to mimic the way real people learn or abandon practices.

3 Foundations and Related Works

As an introduction to the methods used in this work, we give a brief presentation
of basic epidemiological modelling and the modelling of learning agents using
reinforcement learning, opinion dynamics and the way they can be combined.

3.1 Epidemiological Modelling

Both equation- and agent-based models can be used to examine questions related
to epidemics, typically represented by a type of a Susceptible-Infected-Recovered
(SIR) model [21]. The acronym stands for compartments characterising the pro-
gression of diseases in different stages. Reinfectability can be introduced by re-
turning to Susceptible after a period of immunity, leading to an SIRS model [16].

3.2 Modelling Learning Agents

Characteristics of agency [30] such as autonomy, social interaction and adap-
tation to environments are often necessary to portray human behaviour. Some
models achieve the simulation of behaviour using routines such as workplaces or
education [25] without entering the complexity of human decision-making, while
others focus on needs to implement goal-directed agent behaviour [14]. Finally,
social components such as pressure or support [5] may also influence behaviour.

Reinforcement Learning Reinforcement Learning (RL) is a method of ma-
chine learning rooted in mechanisms observed in nature. Operant Conditioning
examines behaviour beyond simple stimulus-response pairs and instead considers
behaviour a result of rewards and punishments for actions emitted by the ac-
tor [28]. Through these responses from the environment, individuals learn which
behaviours lead to desirable feedback, increasing the likelihood of repetition.

RL functions on similar principles: learning agents explore the action-state-
space, gathering information about the attractiveness of certain actions (or prac-
tices) depending on the current state and possible subsequent states [19]. Con-
trary to goal-directed agents, reinforcement agents seek to maximise their re-
wards. As such, the definition of states, actions and the balancing of rewards
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is crucial to the outcome of the learning process. Typically, implementations of
RL will use some form of so-called Q-learning. In Q-learning, agents learn the
utility of an action in a certain state - either learning ahead of the actual simu-
lation (Monte Carlo Learning) or during runtime (temporal difference learning).
While so far, only a single learning agent was spoken of, the same principle can
be expanded to multi-agent reinforcement learning [32] in which agents either
cooperatively explore different strategies or each agent learns on their own in
competition against others.

Opinion Dynamics This field examines the way social influence leads to emer-
gent patterns of opinion formation in populations. The basis of these models is
social influence [11]. In short, agents will adapt their opinion to the opinion of
other agents so overall, opinions will assimilate. That is, when two agents in-
teract, either one or both of them will move their own opinion to be closer to
the opinion of the other agents. An important extension is that similarity makes
assimilation more likely, e.g., by including a bounded confidence mechanism [15].
That means that an agent will only adapt their opinion to that of another agent if
the difference between their opinions is below a certain threshold, the confidence
level. Conversely, opinion dynamic models can also be extended to include re-
pulsive influence where under certain circumstances, agents actually move their
opinion to be further away from the opinion of another agent [11].

Bounded Confidence and Social Learning Bounded confidence models can
easily be applied to the concept of social learning. In learning by observing
others, individuals will not just imitate any behaviour, but only that of suffi-
ciently similar other individuals [3]. This minimum degree of similarity can be
understood as the confidence level. However, while in the opinion dynamics lit-
erature, opinions are often examined independent from related behaviour, the
social learning literature is concerned with behaviour and its consequences. Be-
haviour is imitated when these consequences are evaluated positively. So while
bounded confidence models of opinion dynamics serve to describe if we learn
from others, including some processing of behavioural outcomes serves to narrow
down what we learn from others [22].

3.3 Related Work

Most generally, it is acknowledged that both social learning as well as learning
based on individual experience can be described as a trade-off. Less costly strate-
gies of information acquisition come with the risk of forming superstitions or false
beliefs [20]. Works like these do not attribute this trade-off to specific theories or
algorithmic approaches such as operant conditioning and social cognitive learn-
ing or reinforcement learning and bounded confidence opinion dynamics. Even so,
they show that a link between learning strategies and ’superstitious’ behaviour
is not an entirely novel idea. In particular, social influences facilitating the estab-
lishment of irrational beliefs and superstitions is already well-established from
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psychological and sociological perspectives. The notion that such beliefs are a
byproduct of learning processes [4], as opposed to lack of insight or knowledge,
supports this work’s assumption that collective learning supports the formation
of superstitions or ineffective strategies. Further, research also has shown that
in situations of risk, stress and danger, these effects are particularly likely to
emerge [23]. As such, a novel disease with associated health risks is a suitable
use case to demonstrate the rise of ineffective actions despite learning agents.

Some research already applied reinforcement learning to examine the rela-
tionship of learning and superstition, noting that low-cost actions are particu-
larly susceptible to the formation of superstition [1]. However, we are unaware
of any such works combining reinforcement learning with social components or
a multi-action learning algorithm. Generally, related work suggests that while
the theoretical link between the different forms of learning and the emergence of
superstitious behaviour is established in theoretical research, agent-based sim-
ulation is rarely used to incorporate these learning strategies to observe how
specific habits of strategies are propagated in a community.

4 Conceptual Model and Mathematical Description

Agents interact and spread diseases in a simple infection model. Agents can
reduce the transmission risk by engaging in different practices, each associated
with costs and objective effectiveness ratings. The set of practices an agent is
currently implementing is that agent’s strategy. Agents hold subjective beliefs
about the effectiveness of each practice and communicate about these beliefs.
While they correspond to opinions in classical models of opinion dynamics, we
will use the term belief going forward to emphasise that these cognitions are
subjective views ’about’ specific practices and their effects. A belief is formed
through the combination of individual learning based on success so far, as well
as communicated experiences of others.

Before proceeding with a detailed mathematical description, we present a
schematic of how one agent interacts with another and updates their beliefs.
In figure 1, one can observe how a blue agent (b) changes their disease status,
beliefs and strategy based on their interaction with a red (r) agent. Numbers are
for illustration purposes only. Also, for easier presentation, exogenous random
influences on beliefs are not depicted.

At the outset of each step (1a), all agents hold a set of subjective beliefs about
the effectiveness of the practices: Hand-washing, praying, physical distancing,
and drinking bleach. If that belief is 0.5 or larger, the respective practice is
active and part of the strategy. The practice costs are the same for all agents.
Agents also have a disease status: Susceptible, infectious, or recovered. Here, b is
susceptible and engages in praying and and drinking bleach, while r is infected
and engages in physical distancing and drinking bleach.

In the infection propagation phase (1b), if a susceptible and an infected agent
interact, there is the risk of disease transmission. This risk is decreased based
on the effectiveness of the practices in the agents’ strategies. Here, r infects b.
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(a) Outset. (b) Infection
propagation.

(c) Learning. (d) Strategy update.

Fig. 1: Schematic sequence of one model step and one agent interaction.

In the learning phase (1c), both individual learning and social learning take
place. Since b got infected, individual learning leads to b decreasing the belief
in the practices that were active. Because b and r have similar enough beliefs,
social learning leads to b’s beliefs moving closer to r’s beliefs.

In the strategy update phase (1d), individual and social learning combined
change b’s belief vector sufficiently that b’s strategy also changes. The belief in
praying is below the threshold of 0.5, so the new strategy no longer includes it.

Our goal is to observe the interplay of individual-level learning and collective
learning moderated by bounded confidence. Thus, a number of abstractions were
made to allow focusing on the core mechanisms of the model:

– Agents do not have a spatial network or activity-based routine. In each time
step, agents choose a single other agent they are connected to for interaction.

– While agents know the costs of practices, there is no explicit budget, and
the costs are not reflected in the initial belief value. It does, however, impact
how agents evaluate their strategies.

– When calculating the payoff of a practice, the only reward weighed against
the cost of a practice is the subjective belief about the effectiveness of that
practice in protecting from disease. Other rewards, like social rewards for
assimilating, are not explicitly modelled.

– The agents encounter a novel disease for which no established knowledge
or best practice recommendations exist at the beginning of the simulation.
Communication is limited to personal contacts - information and disease
travel at the same speed in this simplified model.

– Beliefs are the main basis for social comparisons - our agents are traitless
apart from their health status and their individual belief vector.

To facilitate the reading of mathematical expressions, we define the following
notations and model parameters:

1. n,m - for agents n and m by unique numeric identifier,
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2. i, j - for practices i and j,
3. t, s - for time steps t and s .

– N : Number of agents/nodes in the graph
– ic : Base probability that an infection spreads from n to m
– ics : Probability that m is randomly infected without contact
– ti : Time an agent remains in the I state
– tr : Time an agent remains in the R state
– r : Weight for individual learning vs. social learning
– β : Magnitude of assimilation of m to n, even if n may have a lower payoff.
– kb : Similarity threshold for bounded confidence
– ka : Activity threshold
– rb : Base payoff agents receive for remaining healthy while doing nothing
– A : Action Space, consisting of (i, ei, ci), i ∈ {1 . . . I}
– d : Parameter which controls the influence of random, stochastic perturbation
– ci : cost associated with the practice of measure i
– ei : degree of true effectiveness of practice i

4.1 Agent Environment and Network

As described in section 2.2, most individuals (referred to as agents) have a
small number of contacts with local clustering. To model an appropriate network
topology, we employ a Watts–Strogatz model with small-world properties[29].

The probability for an agent n to randomly meet another given agent m at
time t is uniform among its network neighbours and 0 if they are not neighbors.

In this model, contacts are not reciprocal. While not reflective of reality, this
design choice ensures analytical exactness, in which interactions between agents
cannot be doubled by agents choosing each other and interacting twice.

4.2 Disease Modelling

To model the spread of an infectious disease across the network, a SIRS model is
used. Each agent’s health status is at any time one of the three: either susceptible
S, infected I or recovered R. Once a susceptible agent gets infected, it remains
in the state I for a fixed amount of time (days) ti before moving on to the status
recovered R. This status provides a temporary immunity period tr after which
it transitions back into the S state and may be infected again.

An individual’s probability of getting infected is a function of the agent’s
strategy, i.e., the set of active practices, with effective practices lowering the risk
of infection.The degree to which a given practice is effective may be quantified
as on a continuous scale between 0 (no effect at all) and 1 (100% effective). We
number the practices i = 1 . . . I with a degree of effectiveness ei attributed to
each practice i and define a vector of true effectiveness:E := (e1, e2, e3, . . . , eI).

This vector describing the degree of protection (which we call true effec-
tiveness) of each practice is global and the same for all agents, and doesn’t
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change over the course of the simulation time. The same goes for the cost vector
C := (c1, c2, . . . , ci).

We assume first a universal probability of infection per contact with an in-
fected person: ic, which holds when no effective practices at all are being taken
by a given agent. This unprotected probability is then reduced individually for
each agent n and at each time step t dependent on which practices are imple-
mented by the agent at the time. With E the vector of true effectiveness of
practices given in (4.2) and A the time dependent activity vector (3) the indi-
vidual protected infectibility of each susceptible agent is modelled by equation 1
with ics as the chance of n being randomly infected without contact.

ic(n, t) = ic ·
I∏

i=1

(
1− a(n,t,i)ei

)
+ ics, (1)

4.3 Agent Beliefs and Strategy

Each agent holds subjective beliefs about the effectiveness of different practices.
As in the case of true effectiveness ei, believed effectiveness q(n,t,i) of each mea-
sure i is quantified on a continuous scale between 0 and 1 as expressed in equa-
tion (2). This believed effectiveness can differ from ei((4.2)), and agents can
either over- or underestimate the effectiveness of different practices.

Q(n, t) := (q(n,t,1), q(n,t,2), q(n,t,3), . . . , q(n,t,I)), q(n,t,i) ∈ [0, 1]. (2)

Beliefs can change over time due to interaction with other agents, due to
an agent’s own experience, or due to exogenous random influences. These three
mechanisms are introduced in the next section. At the beginning of the sim-
ulation, the belief values in the agents’ belief vectors are randomly generated.
Accordingly, agents explore a broad range of strategies which are reduced over
the runtime through experience and interaction with others.

To implement a practice, agents need to have a sufficient level of faith in the
effectiveness of that practice. This level is expressed by the static threshold ka.
Once at belief value falls beneath the given threshold degree the agent ceases to
exercise the practice. Hereinafter, we refer to the vector of those practices which
an agent actively pursues as it’s strategy, denoted by A(n, t)

A(n, t) := (a(n,t,1), a(n,t,2), a(n,t,3), . . . , a(n,t,I)), a(n,t,i) ∈ {0, 1}. (3)

where a(n,t,i) :=

{
1 q(n,t,i) ≥ ka,

0 q(n,t,i) < ka.

Just as real people typically can take multiple protective measures at the
same time, such as wearing masks in public spaces while also observing a strict
personal hygiene and taking homeopathic supplements, agents are also able to
choose multiple practices to implement simultaneously. The higher the effort
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(cost) necessary to exercise a given practice, the less willing (ready) any agent
will be to adopt it. If taking up a new practice takes a lot of effort, then the agent
will be reluctant to take that step. On the other hand: If the effort (necessary
cost) to try out a new practice is sufficiently low, then an agent, put simply,
might as well decide to try it out - cost and readiness to adopt are inversely
proportional to each other.

4.4 Learning Mechanisms

As laid out above, agents beliefs about practice effectiveness can change due to
three mechanisms, described mathematically in 4:

1. Social Learning: Agents assimilate beliefs of others, provided their overall
beliefs do not conflict too much.

2. Individual Learning: Agents draw on their own experience and evaluate
whether their strategy was successful in protecting them from infection.

3. Exogenous Random Influences: Agents randomly adjust beliefs. This
represents unaccounted-for external influences apart from social contacts.

Q(n, t+1) = Q(n, t)+r·∆socialQ(n, t)+(1−r)·∆learnQ(n, t)+∆stochQ(n, t) (4)

with the model parameter r setting the ratio of influence between social and
individual learning. In our definitions of the two learning effects, ∆learn and
∆social, we make use of the two concepts of bounded confidence between two
agents and of the payoff function related to each agent at each time.

Bounded Confidence in Interactions As described previously, agents have
a network on which contacts occur randomly. During these interactions, each
agent’s beliefs about the effectiveness of protective measures is transparent to
others. While selective information-sharing is an interesting phenomenon to ex-
amine, it is not part of the current study.

Agents will not be inclined to accept the beliefs of others when the degree of
disagreement exceeds a threshold kb. In our model this degree of disagreement
is measured by the Euclidean distance between their respective belief vectors.

dist(m,n, t) =

√√√√ I∑
i=1

(
q(m,i,t) − q(n,i,t)

)2
(5)

Agents must acknowledge at least a minimum of similarity to each other
before being willing to consider the experiences of one another. If the distance
of beliefs between them exceeds the model threshold kb, then no social learning
interaction between the two agents will take place. This may be modelled by the
following threshold function:

b(n,m, t) =

{
1 dist(n,m, t) > kb,

0 dist(n,m, t) ≤ kb.
(6)
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Payoff function We further introduce the payoff u(n, t), an index which in-
corporates the costs incurred by a given agent when exercising a given strategy
at time t, and at the same time imposes a penalty of −1 for the time the agent
is infected. At time t = 0, before agents start exercising any practices this index
u(n, 0) = rb, that is a base value. During the simulation, the payoff index goes
through a trajectory dependent on changes in strategy and health status:

u(n, t) = rb −
I∑
i

ci · a(i,n,t) − h(n, t), (7)

where h(n, t) =

{
−rb if the agent is infected at time t,

0 otherwise.

This ensures that the payoff of agents who pursue only few or only low-cost
practices will be higher than that of agents who engage in all possible practices.

When two agents m and n interact, the difference in payoffs determines how
strongly m will assimilate their own beliefs to n - meaning that agents who either
chose very effective low-cost strategies or who were plain lucky so far will exert
a stronger influence on their peers than agents who remained healthy due to
intense self-protection efforts.

This is modelled mathematically by the following weight function w(n,m, t):

w(m,n, t) = 1 / (1 + e−β·[u(m,t)−u(n,t)]) (8)

Using the individual agents’ payoffs u(m, t) and u(n, t) defined as in (7),
which in turn define the weight function w(n,m, t) (8) as well as the bounded
confidence threshold function b(n,m, t) (6), the ∆Q(n, t)social for agent n inter-
acting with m is computed for each practice as follows:

∆social q(n,t,i) = b(n,m, t) · w(m,n, t) ·
(
q(m, i, t)− q(n, i, t)

)
, (9)

∆social Q(n, t) =
(
∆social q(n,t,1), ∆social q(n,t,2), . . . ,∆social q(n,t,I)

)
. (10)

Multi-Action Reinforcement Learning In this use case, agents distinguish
between two states: being healthy (S or R) and being sick I.

Each day an agent succeeds to remain healthy, their belief in active prac-
tices is reinforced by a fraction until the degree of certainty = 1 is reached.
Since agents cannot discern which of the practices in their strategy truly led to
continued health, all active practices are being reinforced.

Once the agent gets infected, belief in the effectiveness of their strategy is
penalised. This means that the belief values of the active practices decrease, while
the values for inactive measures remain unchanged. These penalties on failing
practices occur in function of their implementation cost - expensive practices
will be met with more criticism in case of failure.

Depending again on the agent’s payoff function u(n, t) the change in belief
may occur in either direction: up or down. This direction is established by (11)
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which leads to (12)

dir(n, t) = (eβ·u(n,t) − 1) / (eβ·u(n,t) + 1) (11)

∆learn q(n,t,i) = dir(n, t) · a(n, i, t) · (1− q(n, i, t)) · 0.5, (12)

but to ensure that the resulting belief degree q(n, t + 1, i) stays within the
limits 0 ≤ q(n, t+ 1, i) ≤ 1 we define (13) and (14).

∆learn q(n,t,i)

=

min
(
dir(n, t) · a(n, i, t) · 1−q(n,i,t)

2 , 1− q(n,t,i)

)
if dir(n, t) ≥ 0,

max
(
dir(n, t) · a(n, i, t) · 1−q(n,i,t)

2 , − q(n,t,i)

)
if dir(n, t) ≤ 0,

(13)

∆learn Q(n, t) =
(
∆learn q(n,t,1), ∆learn q(n,t,2), . . . ,∆learn q(n,t,I)

)
. (14)

Exogenous random influences We assume that agents may change their
beliefs not only due to social interactions and their own experience, but also due
to other outside influences not explicitly included in our model. Example of such
outside influences could happen when listening to a radio broadcast, watching
a TV show, or just walking the streets and seeing street signs with related
messaging. The model sometimes gives a random nudge in either direction for
beliefs towards individual practices, with the stochastic update ∆stoch being a
random value on the interval [−d, d] added to beliefs. The value of this nudge is,
as defined in 15, limited to values that would not result in q(n, t, i) exceeding 1.

∆stoch = min (U [−d, d], 1− q(n, t, i)) (15)

5 Methodology and Design of Experiments

We perform experiments to examine the model behaviour in three tiers:

1. Experiment 1 : Development of Transmission and Agent Behaviour with one
possible effective practice - in this use case, agents only can choose to engage
in regular Hand-washing or not.

2. Experiment 2 : Development of Transmission and Agent Behaviour with
two practices - one effective (Hand-washing) and one ineffective (Praying).
Agents can choose to engage in both practices concurrently, in only one of
the practices, or in none of the two.

3. Experiment 3 : Development of Transmission and Agent Behaviour with four
practices: Hand-washing is cheap and effective, Praying is cheap and ineffec-
tive. Physical Distancing is effective but also costly. Drinking Bleach is both
ineffective and costly. In their strategy, the agents can choose to activate any
combination of these practices.
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Each action space option is combined with the following parameter variation:

1. The ratio of individual and social learning is balanced with r = 0.5.
2. Agents favour individual learning over social learning with r = 0.8
3. Agents favour social learning over individual learning with r = 0.2

Thus, we are looking at 9 different experimental setups to examine the way
reinforcement-based learning and social learning interact and impact the results.
Each of these experimental setups is tested on an agent-based model with 200
agents and a model run duration of 700 model steps representing days passed. We
record the number of infected agents as well as the number of agents performing
available practices at each time step. Further, we run 300 replicates for each
setup to rule out coincidence and randomness skewing the results.

6 Results

In Experiment 1, we observe that a high value for r, i.e., individual learning being
favoured over social learning, leads to significantly higher numbers of infections
compared to even a moderately higher degree of social learning, as shown in fig-
ures 2a and 2b. Through the inclusion of social learning, the effective strategy is
adopted across the population rapidly, greatly reducing the number of infections
early into the simulation.

Neither of the two practices reaches widespread adoption under individual
learning, though the effective practice is slightly more common than the other
one, as seen in figures 3a and 3b. Again, the implementation rates for both prac-
tices are very similar for high rates of social learning regardless of effectiveness.

Interestingly, this pattern is not universal. While this is not visible when
averaging over 300 model runs, there appears to exist a ’break point’ after which
agents adopt a practice even for a high r, such as shown in figures 4a and 4b.

(a) Number of infected agents when
only Hand-washing is available.

(b) Number of agents Hand-washing.

Fig. 2: Experiment 1 (single low-cost effective practice): Infection and behaviour
results averaged over 300 model runs.
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(a) Number of agents
Praying.

(b) Number of agents
Hand-washing.

Fig. 3: Experiment 2 (two low-cost practices of different effectiveness): Behaviour
results averaged over 300 model runs.

We see a clear point where most agents will cross ka in favour of hand-washing
consistently, leading to an exponential rise in agents performing that action.

Simultaneously, hardly any agent performs the ineffective action, which aligns
with the results shown in figure 3a. This result shows that such outlier results
may occur. Still, self-learning agents remaining largely inactive appears to be
the dominant outcome of most repetitions.

Finally, in experiment 3, we can observe that the degree of social learning
has a strong impact on the system dynamics in the presence of high-cost op-
tions. The two low-cost practices show broadly similar trajectories with low and

(a) Number of agents
Praying. a

a This graphic of early runs still bears the
placeholder action name.

(b) Number of agents
Hand-washing.

Fig. 4: Experiment 2 (two low-cost practices of different effectiveness): Behaviour
results of an individual sample model run with 1000 ticks.
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(a) Number of agents Praying. (b) Number of agents Hand-washing.

(c) Number of agents Drinking Bleach. (d) Number of agents Physically Distanc-
ing.

Fig. 5: Experiment 3 (four practices of different cost and effectiveness): Behaviour
results averaged over 300 model runs.

medium r-values leading to high adoption independent of effectiveness. High r-
values hinder widespread adoption, though the effective practiceis chosen slightly
more often. For the high-cost practices, the trend is almost reversed: Balanced
learning methods will reduce the choice of high-cost practices, regardless of their
effectiveness, while social learning being favoured will lead to an ongoing prop-
agation of high-cost practices, albeit to a lesser degree than low-cost ones.

A major factor in these observations is the overall dynamic of the infections
which remains similar to the one shown in figure 2a. Social learning, even to a
moderate degree, will help flatten the curve rapidly, while purely individualistic
learning is slower to reach similar levels of protection in the population.

The results are clearly influenced by model design and protective measures -
in the presence of effective low-cost practices, there is hardly a significant benefit
to choosing high-cost measures of similar effectiveness instead. Likewise, overly
effective methods that stop spread altogether will also eradicate the disease
rapidly, preventing the establishment of ’common knowledge’.



Social Learning of Futility 17

7 Discussion and conclusion

Throughout history, social context and past experience have shaped individual
and societal response to crises such as epidemics. By combining RL and BCOD,
we have presented a model which can explain how mixed learning types can
lead to the propagation of ineffective strategies for disease prevention. Our ex-
periments show, cycling back to this work’s title, how agents ’learn futility’ -
especially when it comes to largely benign superstitions.

From a methodological point of view, this combination of two different learn-
ing techniques is novel in the space of agent-based social simulation. While Opin-
ion Dynamics are commonly used, reinforcement learning is typically found in
other domains of multi-agent systems research. However, this system still needs
further refinement. When examining the results of the three different experi-
ments, we can observe that the true efficacy of a practice is overall less important
for its adoption than the practice costs and how strongly an agent relies on oth-
ers’ experience. This observation matches not only the historical examples cited
at the outset [27, 9], it also fits phenomena observed today. Individual learning
is slow to catch on to cheap practices and rapidly eliminates expensive ones,
while a high social degree of learning leads to a fast adoption of cheap practices
and maintains a certain degree of popularity for expensive strategies. As such, a
more refined model is needed to better understand the interplay of the learning
techniques by providing an environment in which the individual characteristics
of the chosen concepts get to showcase their strengths and weaknesses and how
they complement each other as a result.

However, these results still hold some interesting findings - the original hy-
pothesis of this work, that social learning can increase the propagation of inef-
fective strategies, holds true. Moreover, a balanced ratio of social and individual
learning seems to perform best in encouraging the adoption of low-cost strategies
while also reducing the spread of potentially harmful high-cost options such as
bloodletting, without fully eliminating potentially useful practices.

While we now have advanced scientific methodology that allows us to better
infer the health benefits of different interventions, this does not translate into the
universal acceptance of beneficial interventions. A prominent example is vaccine
hesitancy which is strongly tied to one’s social context and narratives about
the risks of vaccination, i.e., its potential costs [10]. Conspiracy beliefs about,
inter alia, vaccinations are strongly tied to intergroup behaviour [17]. And in a
fragmented society, conflicting health practices that are central to group identity
will only exacerbate existing fault lines.

In future work, we could adapt our model to even better reflect such a frag-
mented society with segregated streams of information. An increased tendency
to polarise could be modelled by reducing the confidence threshold. This would
result in an agent having less other agents to learn from and therefore having to
rely more on individual learning. An open question is how the effects of varying
the confidence threshold differ from the effects of varying the ratio of individual
to social learning.
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Beyond the theoretical implication of comparing the effects of changes in
these two parameter values, it is obvious that the model is highly sensitive to
changes in the parameter values in general. A systematic sensitivity analysis
can aid in understanding the central mechanisms of the model. This will not
only provide improved insights into the underlying patterns and dependencies
between parameters, but also help explaining the model observations from a
better validated position.

Overall, computer simulations provide a promising tool set in the exploration
of dynamic interaction and the formation of social phenomena. An important
line of research on the dissemination of culture demonstrated that individual
preferences and exposure in micro-interactions cannot only explain patterns of
convergence, but also divergence among individuals and groups [2]. This paper
extended this classical research by using more elaborate social learning models,
but widely confirms that processes of local convergence can generate cultural
variation for the context of biological and social crisis. During epidemics, social
learning cannot only explain the spread of effective health interventions, but also
destructive cultural variation and the diffusion of ineffective or even harmful
health behaviours. Future research should expand and refine our efforts to study
the sources of destructive learning behaviours using models that incorporate
more complex patterns of seasonality, social structure, and associations among
cultural practices.
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