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Abstract—

Shared control in assistive robotics blends human autonomy
with computer assistance, thus simplifying complex tasks for
individuals with physical impairments. This study assesses an
adaptive Degrees of Freedom control method specifically tai-
lored for individuals with upper limb impairments. It employs
a between-subjects analysis with 24 participants, conducting
81 trials across three distinct input devices in a realistic
everyday-task setting. Given the diverse capabilities of the
vulnerable target demographic and the known challenges in
statistical comparisons due to individual differences, the study
focuses primarily on subjective qualitative data. The results
reveal consistently high success rates in trial completions,
irrespective of the input device used. Participants appreciated
their involvement in the research process, displayed a positive
outlook, and quick adaptability to the control system. Notably,
each participant effectively managed the given task within a
short time frame.

I. INTRODUCTION

In 2023, the World Health Organization (WHO) estimated

that approximately 15% of the global population lives with

some form of disability [1], many of whom experience

substantial, often permanent, reductions in limb usage. The

resulting decreased mobility can severely restrict the ability

to perform Activities of Daily Living (ADLs) without ex-

ternal assistance, necessitating the almost constant presence

of caregivers [2]. However, constant caregiver presence is

generally not desirable. Research by Pascher et al. demon-

strated that individuals with physical disabilities strongly

wish for personal space and alone-time [3], which might

be facilitated through the use of dependable robotic assis-

tance [3]. Similarly, a comprehensive review by Kyrarini et

al. highlighted the beneficial effects of assistive robotic tech-

nologies — known as cobots — in aiding individuals with

mobility issues [4]. Consequently, the decreased reliance on
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caregiver assistance supports the regaining of independence

and addresses expressed wishes for self-determination.

However, introducing robots capable of (semi-

) independent actions presents new challenges, potentially

adding stress for the end-users if not properly considered

during the design phase [5]. Pollak et al. [5] noted reduced

sense of control felt by users when operating a cobot in

autonomous mode, while switching to manual mode allowed

participants to regain a sense of control and significantly

lower stress levels. These findings are supported by Kim

et al., who reported significantly higher satisfaction in the

group using manual cobot control [6]. Unlike routine tasks

in industrial settings, such as assembly jobs [7], the assistive

care environment demands flexibility as cobots are tasked

with a variety of support functions [8]. Managing robots in

these scenarios remains demanding and requires continuous

user involvement for efficient and safe system operation. A

central issue arises from the types of robots employed, as

multiple Degrees-of-Freedom (DoFs) either require complex

multidimensional input devices or involve time-extensive

mode switching (e.g., [9], [10]). The former option is often

unmanageable for individuals with mobility impairments,

while the latter leads to increased task completion times [11].

Consequently, these prevailing control strategies do not suit

the needs of the intended audience.

In addressing this, adaptive DoF control merges semi-

autonomous operations with manual flexibility, dynamically

adjusting a robot’s DoFs for simplified interactions based

on the environment. Introduced by Goldau & Frese, this

strategy enhances support for ADLs, outperforming tradi-

tional controls by using a Convolutional Neural Network

(CNN) to select optimal DoFs from real-time environmental

feeds [12]. Further research by Pascher et al. demonstrated a

reduction in mode switching, indicating a notable improve-

ment over standard controls [13], [14], [15] and explored

different input devices for this adaptive control [16]. Goldau

& Frese also confirmed the adaptive approach’s advantages

through heuristic behavior studies in a laboratory setting [17].

Nonetheless, the real-world applicability and impact of these

advances, especially in user studies targeting specific groups,

are yet to be fully examined. Building on these insights,

the present study assesses the acceptance of adaptive control

among the actual target group — people with limited upper

limb functionality — through three select input devices.

Our contribution is two-fold: 1) we present a user study

with the target group conducted at an international trade fair

for rehabilitation and care, evaluating a novel shared control
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approach, and 2) provide an in-depth analysis of control

performance data (average task completion time and average

number of control switches) and subjective feedback (per-

ceived workload, technology acquisition, and acceptance),

highlighting the concepts’ adaptability to various devices.

II. ASSISTIVE ROBOTICS IN DOMESTIC CARE

When designing assistive technologies for vulnerable user

groups, such as people with disabilities, efficient human-

robot collaboration becomes paramount. Assistive robotics

have the potential to significantly enhance independence

and improve care by assisting and supplementing caregivers,

thereby enhancing the quality of life for those in need [6],

[18], [19], [20]. Research attention has increasingly focused

on how assistive robotic systems can assist individuals with

motor impairments. Notably, projects like Robots for Human-

ity led by Chen et al. [21] and seminal studies like by Fattal

et al. [8] explored the feasibility and user acceptance of these

technologies. While the overarching aim is to fully integrate

individuals with severe motor impairments into professional

and social contexts, current assistive technologies predomi-

nantly target the performance of ADLs [22]. These activities

range from basic tasks like eating and drinking to more

complex ones, including grooming and leisure activities [23].

Continual research efforts are expanding the capabilities of

cobots and enhancing task performance. For instance, Gal-

lenberger et al. utilized camera systems and machine learning

in an autonomous robotic feeding system [24], while Canal

et al. introduced a learning-by-demonstration framework for

feeding tasks [19]. Both methods demonstrate how robotic

arms can execute (semi-)autonomous tasks with minimal

user intervention, thus underscoring the potential benefits

of assistive technology. Implementing safe, user-friendly

robotic solutions can fundamentally improve the quality of

life for individuals needing assistance while ensuring that

the user retains control [25]. This increased independence is

particularly vital for those with motor impairments, reflecting

their desire for more privacy and prolonged alone time [26].

Drolshagen et al. found that individuals with disabilities

readily adapt to working alongside cobots, even in close

quarters [27]. Moreover, people with motor impairments

tend to positively receive robotic assistance, especially when

their specific needs are considered during the design pro-

cess [28], and when sufficient oversight ensures a sense of

security [29]. Thus, effective communication of the robot’s

motion intent emerges as a crucial factor in achieving high

acceptance among end-users [30]. These findings align with

Beaudoin et al.’s investigation into the long-term usage of

the Kinova Jaco, a notable advancement in assistive technol-

ogy [31].

A. Shared Robot Control Applications

The appropriate level of autonomy in assistive robots

attracts attention in current research. Highly autonomous

systems (e.g., [32]), which minimize user interaction to mere

oversight, can induce stress [5] and feelings of distrust among

users [33]. Conversely, for users with certain degrees of

impairment, only minor adjustments to the users’ other-

wise manual control input [34] can pose significant chal-

lenges [21], [35]. Shared control provides a middle ground

by integrating manual user operation through standard input

devices with algorithmic software assistance to adjust the

resulting motion [13]. This approach effectively mitigates

concerns associated with purely autonomous systems and

manual controls [36]. In shared control, there is a collab-

orative effort between the user and the robot, empowering

individuals with motor impairments to actively participate

in their care. By balancing autonomy and user involve-

ment, shared control systems offer a more acceptable and

comfortable experience for individuals relying on assistive

technologies [37], [38], [39].

A distinct approach is the adaptive DoF control system

proposed by Goldau & Frese [12]. This system isolates the

most likely DoFs of a robotic arm based on the current

situation and aligns them with a low-DoF input device.

Effectively, this improves the classic mode-selection process

by replacing the selectable modes with situation-adaptive

directions of movement, allowing the user to easily control

the arm. The process involves attaching a camera to the

robotic arm’s gripper and utilizing a CNN trained on ADLs

performed by individuals without motor impairments [12],

akin of the learning-by-demonstration method used in au-

tonomous robots [19]. Furthermore, this CNN-based ap-

proach offers extensibility as it can be trained to distinguish

between different situations, enhancing its practicality for

everyday use. In their proof-of-concept study, which involved

a 2D simulation environment featuring a robotic gripper

representation and a target object, Goldau & Frese observed

faster task execution with the proposed system than man-

ual controls. However, users perceived the shared control

approach as complex, expressing a preference for a more

extensive training phase, even in this low-DoF environment.

Their findings underscore the need for more intuitive and

responsive interaction feedback when controlling the robot.

Pascher et al.’s Adaptive DoF Mapping Control (ADMC)

concept draws inspiration from Goldau & Frese’s approach

but extends it to three dimensions [13]. This extension

increases the potential DoFs, enabling a more precise realiza-

tion of ADLs. In their case studies, they show the advantages

of an adaptive against a non-adaptive control approach [15],

[14] and explored different input devices for the ADMC

concept [16]. Following the transition to 3D, Goldau & Frese

expanded on their previous control by presenting a functional

3D prototype [17]. Here, instead of generating the DoFs with

a CNN, they switched to a heuristic behavior-based approach.

Using non-disabled participants in a laboratory environment,

they showed the general viability of their control method, as

well as the users’ preferences for their novel approach.

However, as the adaptive DoF control is yet to be evaluated

with the target group in a realistic real-world scenario,

its general accessibility and user acceptance remains to be

assessed. Due to the diverse limitations of the target demo-

graphic, this accessibility coincides with a generalizability to

different input devices.
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III. TECHNICAL CONCEPT

In line with the adaptive control principles discussed

in Section II-A, our study implemented a behavior-based

heuristic control with a focus on assessing its applicability

across various input devices and the acceptance within the

targeted user group. The shared control approach adopted

here is based on behaviors comparable to [17], albeit with

a modification that incorporates known initial object poses.

This adaptation aims to mitigate detection errors within the

complex and cluttered environments typically encountered in

trade fairs.

Unlike prior studies evaluating the usability of the pro-

posed adaptive control concept [15], [14], our experimental

setup differs by concurrently integrating multiple approach-

and graspable objects, as opposed to a single defined target.

Our implementation is designed to operate without a pre-

determined sequence of actions, allowing users flexibility in

interaction. To facilitate a practical assessment, we modified

the research-oriented AdaptiX [13] framework into a concise

standalone Robot Operating System (ROS)-based system

without a Mixed Reality (MR)-middleware. Similar to [17],

our system uses a smart glass as a visualization interface,

which we further augmented with options to use buttons or

a joystick as input devices.

IV. STUDY METHOD AND MATERIALS

To assess the effectiveness of our adaptive control strategy,

we conducted a supervised evaluation with a cohort of 24

participants. Our approach focused on qualitative data to gain

individual insights into the broader implications of this di-

verse and challenging-to-generalize user group. Additionally,

we supplemented this qualitative analysis by quantitative data

derived from execution measurements and a NASA Raw-

Task Load Index (Raw-TLX) questionnaire [40].

To achieve high external validity, we exclusively recruited

participants from the target group and conducted the study

in a relatively realistic environment, opting for a trade fair

instead of an artificial laboratory setting. Participants used

our adaptive control system with a designated input device

to perform a simple task with a robot arm, after which

they provided feedback on their experiences. The experiment

primarily aimed to gather qualitative insights from the target

group regarding the adaptive control strategy, supplemented

by subjective questionnaires and performance data measure-

ments.

A. Study Design

The study employed a between-subject design due to

considerations of participant vulnerability (e.g., differing

levels of fatigue) and diverse capabilities (e.g., only head-

control being an option for some participants). Consequently,

we used the input device as an independent variable, seg-

mented into two distinct conditions: (1) Head-Control and

(2) Joystick. Additionally, participants from both groups were

asked to sample a third condition: (3) Assistive Buttons.

The evaluated input devices were selected to be suffi-

ciently distinct from one-another to accommodate a wide

range of users, with the Joystick and Head-Control requiring

finger and head dexterity respectively, whereas the Assistive

Buttons could be placed to be used with any body part.

However, matching devices to participants’ capabilities re-

sulted in imbalanced data (nHead-Control = 16, nJoystick = 8,

nAssistive Buttons = 16). It is important to note that user

familiarity with the devices varies greatly, as joysticks and

buttons are more common than head-based controls.

To facilitate an in-depth analysis of immediate user per-

ceptions, we recorded both audio and video during the

study. Additionally, we evaluated the following dependent

variables:

• Average Task Completion Time: The time to approach

an object, pick it up, and position it at a designated

target area was recorded (in seconds) for each trial.

• Average Number of user interface (UI) Switches:

Within each trial, we documented instances of UI

switching, i.e., selections within the UI independent of

robot action, activated through a head-motion or button-

press on the control device.

• Average Number of Mode Switches: We measured

mode switching, i.e., successful UI switches followed

by a user input to move the robot along a new DoF.

• Perceived Workload: Following the completion of

each condition, we assessed the six dimensions of

the Raw-TLX questionnaire [40] to gauge perceived

workload.

• Level of Autonomy: Upon completing all trials, we

asked participants to identify their preferred level of

autonomy on a Likert-scale 1–10 (1: manual control,

10: full autonomy).

Following the practical part of the study, we engaged

participants with several open-ended questions to explore

their experiences, understanding of the control method, inter-

pretation of directional cues, and any significant issues they

encountered.

To extract participants’ perceptions regarding the different

control methods, the study’s video and audio recordings were

analyzed independently by three researchers through open

coding. The resulting open codes were organized into affinity

diagrams and further structured into themes, as detailed in

Section V-B.

B. Hypotheses

Overall, we expect the adaptive control method to be well

perceived by the target group, as long as the controls prove

to be functional with the chosen input device. To assess this,

we defined three hypotheses:

H1: After a short training, our target group of wheelchair-

users with limited upper limb mobility is able to

repeatedly use an adaptive DoF control for a grasp-

and-retrieve task.

H2: Adaptive DoF control is perceived as promising and

accessible by the target group to perform tasks of

ADLs.

H3: The concept of adaptive control generalizes to different

input devices.
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Fig. 1: Study apparatus at the trade fair, illustrating the

placement of user, table, and shelf, as well as the UI

visualized on the smart glasses (top left)

(a) (b) (c)

Fig. 2: Input devices used in the study: (a) Google Glass

EE2 [47], (b) custom-built Joystick, and (c) Assistive Buttons

C. Apparatus

The system was assembled on a mobile nightstand, sim-

ulating a setup typically found in nursing homes or hos-

pitals (cf. Figure 1). The central component was a Kinova

Jaco Gen 2 [41] 7-DoF assistive robotic arm with an Intel

Realsense D435 [42] color-and-depth-camera mounted to

its end effector. As detailed in Section III, we evaluated

multiple user input devices: A Google Glass EE2 [43] with

a customized Munevo Drive [44] software was used as the

smart glasses, whereas an Xbox Adaptive Controller [45]

with external Assistive Buttons and a custom-built Joystick

served as hand-controlled input devices. The devices are

depicted in Figure 2, with the UI-visualization shown in the

top left of Figure 1. To minimize external influences in the

busy trade fair environment, all devices communicated via

wired connections to a ROS [46] interface of an embedded

Linux computer. The only exception was the glasses, which

were connected via a short-range Bluetooth connection.

D. Participants

We focused on a target demographic of wheelchair users

with reduced upper-limb mobility and the capability of

wearing and using smart glasses. Consequently, individuals

were excluded if they had vision impairments that made

the glasses inaccessible or if the glasses did not fit (e.g.,

due to custom headrests). In total, 24 individuals — 12

men and 12 women — with varying motor impairments

participated in the study. The age range of participants was

19 to 68 years, with an average age of 43.75 years (SD =

14.68). All participants relied on wheelchairs and had diverse

health diagnoses, including spinal muscular atrophy, ALS,

DMD, mitochondrial disease, AMC, MS, ICP, stroke, GNE

myopathy, Charcot-Marie-Tooth syndrome, MMN, spina bi-

fida, and generalized dystonia. One participant reported fully

functional arms and hands, 20 had limited arm and hand

function, and three had complete loss of arm and hand

function. Five participants had prior experience with an

assistive robotic arm, another five had tested such an arm

in the past, and 14 had no prior experience. Additionally,

two individuals regularly used smart glasses, four had tried

them before, and 18 had never used such glasses.

E. Procedure

The study was conducted at the REHACARE,1 a leading

international trade fair for rehabilitation and care in Düssel-

dorf, Germany. This location allowed for easy recruitment

from the target group, as they are common visitors. The

experiment setup was designed as part of a regular booth,

with the participants facing a shelf to minimize visual

distractions. Before the start, participants were thoroughly

briefed about the research objectives and the to-be-completed

tasks. Each participant provided explicit, informed consent

to engage in the study and agreed to video/audio recording

and documentation of all pertinent data.

The study administrator collected a socio-demographic

questionnaire, monitored the experiment via a laptop, and

provided instructions to participants on how to use the

hardware and navigate the basic functions of the study

environment. This followed the steps:

1) The participant engages in a training trial with one-by-

one assistance from the study administrator.

2) 1–4 measurement trials (depending on individual ca-

pabilities) for the assigned condition are conducted.

3) Based on personal capabilities, a subset of participants

tested the Assistive Buttons as an alternative input.

4) Finally, we conducted a Raw-TLX questionnaire [40]

and a semi-structured interview.

The study concluded with a debriefing session, with a total

average session duration of 60 minutes. Participants were

compensated with a 10 EUR food voucher for their time

and engagement, a detail that was not disclosed beforehand.

F. Experimental Setting and Task

A small basket was placed as a target drop zone on a

table in front the participant, thus allowing for a design

that does not specify the object’s final orientation. From the

user’s perspective, four objects were placed inside a 2x2 shelf

behind the table. The robotic arm, attached to the table, could

reach both the shelf spaces and the basket. For each trial,

the participants were tasked with guiding the robotic arm

from its initial position to grasp an object from the shelf

and put it into the basket. Upon successful placement, the

trial concluded, and the object was removed from the basket.

The robot, operated by the study administrator, returned

to its starting point before starting a new trial for the

1REHACARE trade fair. https://www.rehacare.de, last retrieved
June 7, 2024.
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Fig. 3: Box plot of execution procedure measurements over

all users with NHead-Control = 36, NJoystick = 17, NButtons =

16. The bold line represents the median

remaining objects on the shelf. Neutral box-shaped objects

were selected to prevent bias and ensure consistency across

trials.

V. RESULTS

The study covers 81 measured trials (24 participants ×

1–4 trials), with the training trials being excluded from

analysis. To accommodate user capabilities, two thirds (16)

of the participants evaluated the smart glass-based Head-

Control, while eight used the Joystick. Additionally, 16 users

evaluated Assistive Buttons as a second input method after

their first trails.

A. User Procedure Analysis

As each trial begins at the same robot pose and involves

only a single object with a pre-defined pose, we were able

to analyze the user execution procedure for a singular task

of approaching, grasping, and retrieving a single object.

After excluding runs with external interruptions or major

complications, we recorded 69 trials (36 Head-Control, 17

Joystick, 16 Assistive Buttons).

For each device, we recorded the overall task execution

time, the percentage of time actually spend moving the robot,

as well as the number of mode and UI switches. Figure 3

shows an overview of the collected data for all users and

devices. Figure 4 presents the subjective Raw-TLX scores.

Each dimension is displayed as a box plot, separated by the

type of control (Head-Control or Joystick) initially employed

by the user.

B. Thematic Content Analysis

Throughout the trials and interviews, the participants

verbalized their experiences, including challenges, moments
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Fig. 4: Results of the NASA Raw-Task Load Index question-

naires

of success, and improvement suggestions from their per-

spective. The audio recorded during these sessions was

transcribed for thematic content analysis. Since participants

were specifically asked to reflect on their study trials, the

analysis primarily focuses on their individual experiences and

perception of the adaptive control.

1) Learning the Control: Participants experienced varying

learning curves, with only a minority finding the adaptive

control intuitive at the beginning. Instead, most found the

control to be initially strenuous, before improving their

opinion after a short training period. Once “the concept was

understood” (P11), usage became easier and more successful.

The primary challenge referenced by all participants was

confronting the unfamiliar technology, especially using head

movements in conjunction with smart glasses to control a

robotic arm via augmented reality. Difficulties were noted

even by those who used a joystick for input and the glasses

solely for visualization. Participants had to quickly learn new

skills and adjust to the adaptive control system, leading some

to report feeling mentally overstrained at times.

The two participants already familiar with smart glasses

and head movements to control their wheelchairs experienced

the least difficulty in learning to control the robotic arm.

In contrast, participants accustomed to using a robotic arm

with a traditional joystick struggled to transfer their previous

experience to the new system, regardless of whether they

controlled the robot with head movements or a joystick

during the trial. This difficulty was partly attributed to the

nature of the shared control system, which imposed adaptive

motions rather than the traditional fixed cardinal motions.

Given the recurring theme of technology acquisition and

learning, participants were asked to estimate the training time

required to use the robotic arm with adaptive control at home

proficiently. While all participants were confident they could

achieve proficiency with time and practice, their estimated

training times varied, ranging from a few hours to several

days or even weeks, potentially including further coaching

sessions.

2) Visualization: A central feature of the control system is

the arrow-based visualization displayed on the smart glasses
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(see top left in Figure 1). Participants often felt uncertain

about what action the robotic arm would take when following

the arrow. As a result, they reported missing “the right

one” (P8) and distrusting the system’s suggestions. In these

cases, frustration and uncertainty arose as the remaining task

completion got more complicated and resulted in unexpected

situations.

Overall, participants generally understood simple arrow

indications. However, more complex movements were chal-

lenging as many had difficulty with rotations, curved move-

ments (multidimensional paths), and distinguishing between

forward and backward control directions. Some participants

struggled to keep track of new suggestions and wanted

the option for manual control in addition to the generated

suggestions; an option that was not available during the

study. Furthermore, participants also wished the system

would indicate which object it was targeting.

3) Physical Devices: Participants using Head-Control re-

peatedly forgot which physical movement corresponded to

each UI command, leading to periodic mix-ups. Conversely,

those using the Joystick struggled with the differences be-

tween controlling a robotic arm and a wheelchair. However,

after training, the Joystick users reported finding the adaptive

control easy to use and an improvement over previously

known controls.

Responses to the Head-Control varied among participants.

While most users found the adaptive control easier with

increased insight and practice, two users experienced stress

and physical tension from the head movements. One partici-

pant attributed this to their neuro-psychological impairment,

finding the movements tiring and challenging to focus on.

Nevertheless, participants generally found the adaptive con-

trol to be an interesting new method of controlling a robotic

arm. Many described it as enjoyable once they became

accustomed to it, with some even finding the suggestions and

control to be intuitive once they got the hang of it (P23).

Participants who also tested the Assistive Buttons often

found them to be the more accessible and more comfortable

solution. Only one out of five participants from the Joystick

group who tested the Assistive Buttons preferred the Joystick.

Among those who initially tested the Head-Control, 12

tried the Assistive Buttons, with only three preferring Head-

Control. Participants who preferred the Assistive Buttons

found them more familiar and easier to use. They also found

the limited direction options (left, right, forward, backward)

to be more accessible.

4) General User Remarks: The study occurred at a fair

rather than in a controlled laboratory environment, which was

noted by participants as contributing to nervousness. Addi-

tionally, the bright light at the trade fair caused difficulties in

recognizing graphics on the transparent display of the smart

glasses. Participants found it strenuous to shift focus between

the real robotic arm and the display and expressed a desire

for visual alignment. Despite these challenges, participants

generally viewed the robotic system positively, appreciating

the balance between suggestions and manual control.

5) Preferred Level of Automation: Given the frequent

discussion surrounding the balance between automation and

manual control in assistive robotics and shared control,

participants were asked to express their own preferences

regarding the level of automation on a scale ranging from 0

(i.e., no automation) to 10 (i.e., robotic system that functions

completely autonomous).

0 1 2 3 4 5 6 7 8 9 10

3
6
9

Automation Preference over all Users

Fig. 5: Histogram of preferred level of (robotic) automation

of all users (0 complete manual control, 10 complete au-

tomation)

The results, shown in Figure 5, display a peak at the

midpoint (5) with overall relatively evenly distributed re-

sponses at lower levels of automation. Notably, none of the

participants favored the highest levels of automation. Their

reluctance towards complete automation stemmed from the

significance they placed on maintaining independence from

technical devices. However, there was a consensus among

users that some degree of automation would be beneficial

or even essential, considering their physical limitations.

Overall, users expressed a preference for support in manually

controlling the robot rather than full automation.

VI. DISCUSSION

Previous research [14], [15], [16] has demonstrated the

general functionality of adaptive control with predetermined

input devices, conducted by non-disabled users. The user

procedure data generated in the present study corroborates

these findings by confirming a general functionality inde-

pendent of the input device. The measured completion times

and number of mode or UI switches showed no significant

differences between input devices. Moreover, all participants

completed the trials successfully and most evaluated the

control concept positively. Consequently, these findings val-

idate hypotheses H1 and H3 with a considerable degree of

confidence.

In contrast, verifying H2 proves not as straightforward.

Participants needed to learn the use of new technologies

(glasses and adaptive control), which was mentally taxing

and likely affected their perception of the adaptive control

method. However, most participants did succeed after a brief

period. Notably, they all anticipated that with more practice,

usage would become easier, quicker, and more intuitive.

This involves both learning the general concept of robot

control and gaining a better understanding of the arrows

and resulting robot motions. The latter, in particular, would

lead to a clearer understanding of the robot’s motion intent

and encourage user trust in the suggestions and the overall

system.

Authors´ accepted version. © IEEE https://doi.org/10.1109/RO-MAN60168.2024.10731229



Overall, future users of an assistive system as used in

this study could mitigate many — if not all — challenges

experienced by the study participants. Among expected

training effects, the glasses could be more personalized

and calibrated more precisely to the individual user than is

feasible in an experimental setup. Also, users are likely to

select their preferred input device and become proficient with

it. As shown by the preferred level of automation and user

feedback, the presented concept fits requested the middle

ground between automation and manual control. The results

of the Raw-TLX indicate low physical and temporal demands

when using adaptive DoF control with an assistive robotic

arm, thus representing an added value compared to previous

solutions.

A. Limitations

This study evaluated a novel research-based shared control

concept specifically with the intended user group, in contrast

to much of the existing literature, which often includes

participants outside this demographic. Our approach allows

us to draw conclusions directly relevant to the end users

without relying on generalizations from non-disabled user

cohorts. However, to achieve this, the study took place at an

international trade fair for rehabilitation and care, resulting

in certain environment-specific limitations.

Despite efforts to isolate trials and minimize external

influences, the largely uncontrollable environment of the

trade fair had a marked impact. However, even with the often

audibly chaotic conditions, participants generally remaining

focused during recordings, with only few getting noticeably

distracted. Nevertheless, the noise and activity levels did

affect the quality and options for recording quantitative data.

As such, we focused more on the qualitative analysis of

audible user comments during trials and their responses in

the final interview. This approach yielded valuable insights,

particularly because they came directly from the intended

users themselves. Despite some distractions in the environ-

ment, they did not impact the qualitative data.

Finally, like most studies involving new control concepts,

our participants only had a brief period to test the system. For

comprehensive insights, the shared control approach requires

extensive testing by target users in their everyday lives under

assistive care settings.

VII. CONCLUSIONS

This study presents an evaluation of a novel but literature-

known concept of shared assistive robot control within the

context of ADLs through direct engagement of the intended

user demographic in a realistic setting. Our findings demon-

strate the successful implementation of the control mecha-

nism across multiple input devices, thereby highlighting its

versatility and broad applicability. As such, the proposed

control mechanism extends beyond a standalone solution and

offers a significant enhancement over current best practices.

Given that all study participants were representative of

the target group, their quantitative feedback was particularly

relevant and valuable. While some users initially encountered

challenges with the system or found their assigned input

device to be unfamiliar, all participants expressed confidence

in being able to master the control with more time and prac-

tice. Notably, participants reported experiencing satisfaction

in engaging with the presented control.

Overall, while our study does not conclusively show that

adaptive control is straightforward to learn or intuitive, it

does propose that the control method is indeed readily learn-

able within a short time frame, adaptable across different

devices, and highly promising from an end-user perspective.
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