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ABSTRACT
As cities transform, disrupting citizens’ lives, their participation
in urban development is often undervalued despite its importance.
Citizen complaint systems exist but are often limited in fostering
meaningful dialogue with municipalities. Meanwhile, smart cities
aim to improve living standards, efficiency, and sustainability by in-
tegrating digital twins with physical infrastructures, potentially en-
hancing transparency and enriching communication between cities
and their inhabitants with real-time data. Complementing these de-
velopments, technologies realizing Conversational User Interfaces
(CUIs) are becoming more capable in providing a conversational
and feedback-oriented approach such as complaint management
processes.

The improvement of CUIs for citizen complaint management
through enhanced contextual feedback is explored in this work.
The term contextual feedback has been developed and defined as
all information (for example, background, conditions, explanations,
timelines, and the existence of similar complaints) related to a com-
plaint and or the underlying problem that could potentially be
relevant for the user. The solution proposed in this paper gathers
data from users about their issues via a CUI, which subsequently
queries various data sources to obtain relevant contextual informa-
tion. Following this, a Large LanguageModel processes the collected
data to produce the corresponding feedback. In the study, a static
CUI without contextual data as the baseline has been compared
to a CUI that includes contextual data, analyzing their impact on
pragmatic and hedonic quality, reuse intention, and potential in-
fluence on the citizens’ trust in their municipality. The study has
been conducted in cooperation with the German municipality of
Wadgassen. The good performance of the baseline system shows
the general potential of LLMs in the citizen complaint domain even
without data sources. The results show that contextual feedback
performed better overall, with significant improvements in the prag-
matic and hedonic quality, attractiveness, reuse intention, feeling
that the complaint is taken seriously, and the citizens’ trust in their
municipality.
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1 INTRODUCTION
Most cities are constantly growing, which causes various problems
like traffic congestion, pollution, and the need for new and improved
infrastructure. The adaption of a city to solve these problems and
needs is an interdisciplinary task and the topic of various initiatives
around the world. The authors of [4] state that to "make the city
smart" can be seen as commonplace for these efforts. The smart
city concept has gained momentum in public opinion, increased
research interest, and moved onto the agenda of city authorities
worldwide in the last years [4]. However, there is no consensus on
when a city could be called a smart city and what it means. The
authors of [2] defined it as "ideas about how information and com-
munication technologies might improve the functioning of cities".
It is important to involve the citizens and not ignore their require-
ments when building smart city services in favor of technological
and strategic developments [28]. Because of this and because a
smart city is an extremely complex and highly interconnected sys-
tem of systems [28], there are lots of things that could potentially
go wrong, or that could be improved. Therefore, there should be
a way for citizens to voice their complaints and ideas to the au-
thorities. Increasing the participation of citizens in their cities and
municipalities using digitalization has been a goal and discussion
topic in different forms for over a decade [15]. One such option
where citizens can provide feedback and ideas to their local gov-
ernment is citizen complaint management [15]. The importance
of complaint reporting in the citizen context has been shown in
various studies [1, 3]. However, to report a complaint often requires
lots of time and effort, having to install a special app, doing a one-
time registration, searching for the website, lacking feedback, and
so on. All these points are barriers that discourage citizens from
reporting complaints [1, 3, 23]. The number of unvoiced complaints
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has been reported to go from 50% to 90% in the business context
[23] and around 61% in a study exploring it in the civic domain
[3]. Especially in the citizen complaint context, where the direct
benefits for the individual are minimal when reporting a complaint.
These barriers should be minimized [3]. The complaint manage-
ment process is conversational in nature and is a back-and-forth
between the user and the agent. Therefore, using conversational
user interfaces (CUIs) at least to assist human agents sounds bene-
ficial, as discussed in [23]. CUIs have seen rapid growth in number
from chatbots to smart assistants like Amazon’s Alexa as well as
rapid growth in research interest over the last years [5, 18, 27].
The interest in CUIs also includes governments and is not limited
to researchers and private companies. The German government,
for example, runs various Chatbots to provide certain information
to the citizens and for internal use1. Previous works like [1] ex-
plored text-based conversational user interfaces (CUI) in the form
of chatbots that allowed citizens to report complaints and [7] in the
customer support domain. The authors of [15, 25] stated that it is
important for the acceptance of e-participant systems to provide a
short response time and that meaningful feedback is needed so that
users think that their complaints are taken seriously. The results of
the study of [25] about automated feedback for suggestions for tree
planting locations indicate that users also have high expectations
of the precision of automated feedback and not only the response
time. In addition, smart cities provide many data sources, including
real-time data, providing a vast potential to utilize this informa-
tion in different ways [2]. This would also include conversations
with CUIs maintained by the smart city authorities. Providing such
meaningful feedback to citizen complaints in an automated way
has not been explored yet. So there are many open questions like
which information could be helpful, how they should be presented,
potential technical challenges and solutions, effects on the user
experience, perceived usefulness of the system, or changes in the
citizens’ opinion about their local government. This motivated this
work to explore the improvement of CUIs for citizen complaint
management through enhanced contextual feedback.

2 RELATEDWORK
In the related work section of our research, we examine existing
work at the intersection of CUIs and citizen complaint management
within the broader context of smart cities. This related work section
offers an overview of existing approaches and technologies that
have laid the groundwork for enhancing citizen engagement and
streamlining complaint management processes.

Citicafe introduces an omnichannel CUI named Citicafe for
managing citizen complaints [1], highlighting the necessity of effec-
tive feedback mechanisms to engage citizens in civic improvement
efforts. The study underscores the discouragement faced by cit-
izens due to cumbersome complaint registration processes and
the absence of responsive feedback, offering a solution through a
multi-platform approach that enhances user involvement through
improved feedback and communication strategies.

Querimonia addresses the challenges in complaint management
processes overwhelmed by volume, proposing a semi-automated

1https://background.tagesspiegel.de/digitalisierung/ki-des-bundes-nicht-nur-
freundliche-chatbots

system to assist human agents using Natural Language Processing
(NLP) to generate response suggestions [13]. This prototype ex-
emplifies the potential of AI in streamlining complaint resolution,
despite its limitations in real-world evaluation.

COTA demonstrates advancements in customer support ticket
resolution at Uber through machine learning and deep learning
models [19]. This work evidences the significant improvements in
support efficiency and customer satisfaction achievable through
intelligent systems, thereby validating the application of similar
technologies in public sector complaint management.

A study on customer service via social media introduces a sequence-
to-sequence LSTM model for automating responses to customer
inquiries on Twitter [29]. This research highlights the model’s
comparative efficacy in addressing emotional versus informational
requests, underlining the complexities involved in automating cus-
tomer service interactions. Towards Automated Customer Sup-
port evaluates models for automating Twitter-based customer sup-
port, particularly comparing retrieval, sequence-to-sequence with
attention, and transformer models using a dataset of 3 million con-
versations [8]. The sequence-to-sequence model emerged as the
most effective, demonstrating the potential of generative neural
models in customer support automation despite challenges with
limited data. This research aligns closely with [29], as both studies
focus on automating social media customer interactions using ad-
vanced machine learning, specifically highlighting the effectiveness
of sequence-to-sequence models in processing and responding to
customer inquiries on platforms like Twitter.

Automated Self-Learning Chatbot Database IRS presents
a knowledge-based chatbot for FAQ retrieval, which improves
through the incorporation of human agent responses, underscoring
the potential of self-learning systems in customer support contexts
[16].

Lastly, the Smarticipate project explores automated feedback in
citizen participation systems, illustrating the impact of responsive,
precise, and immediate feedback on citizen engagement and trust
in local governance [24, 25].

Together, these works illustrate a landscape where effective com-
munication and feedback are substantial for engaging citizens and
efficiently managing their concerns. Despite the diverse method-
ologies and domains of application, a common thread is the pursuit
of systems that not only automate but also enhance the quality
of interactions between citizens and their governments. Our re-
search builds on this foundation, exploring the untapped potential
of Large Language Models (LLMs) for providing contextual feed-
back in citizen complaint management. Building on the capabilities
of LLMs for generating nuanced and informative responses, we
aim to bridge the gap between technological advancements and the
practical needs of citizens, thereby contributing to the development
of more responsive and intelligent smart city infrastructures.

3 CONCEPT
The following section will elaborate on providing contextual feed-
back to citizen complaints. First, different definitions of context
will be presented to provide a basis for the definition of contextual
feedback.
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3.1 Context Definition
Lots of different definitions for "context" exist. Some of the defini-
tions of context in the Cambridge Dictionary2 are "the situation
within which something exists or happens, and that can help ex-
plain it" and "the influences and events related to a particular event
or situation". In [6], the author defines context as follows:

"Context is any information that can be used to charac-
terize the situation of an entity. An entity is a person,
place, or object that is considered relevant to the inter-
action between a user and an application, including
the user and applications themselves."

In contrast to the definitions from the Cambridge Dictionary
and other possible definitions of context, e.g., as referred to in the
corresponding section in [6], this definition has been developed
from the perspective of human-computer interaction (HCI) and
so-called "context-aware application development".

As stated in [31] with the definition of context provided in [6],
any information that is relevant to the interaction would be con-
text information. Because of this, [31] suggests five categories for
context information: "individuality, activity, location, time, and rela-
tions". For this work, the relations category was the most interesting
one because it describes the relations to surrounding entities as
context information and that these relations may change over time.
All these definitions, their reasoning, and perspectives have been
used to create the "contextual feedback" definition for this work.

3.2 Contextual Feedback Definition
Contextual Feedback is defined in this work as all information (for
example, background, conditions, and explanations) related to a
complaint and or the underlying problem that could potentially be
relevant to know for the user and can be provided to the user. It
does not include general information that would always be true
and non-concrete information like "we are working on solving the
problem as fast as possible". Such generalizable phrases could add
value to a response but are not considered contextual feedback in
this work. Contextual feedback in the citizen complaint domain can
also only be a form of automated initial or partial feedback because
usually, problems need the involvement of humans to be resolved
because an automated system can not fix a pothole or clean up
garbage.

The following information could be fetched from external data
sources and provided as contextual feedback:

• Existance of complaints about the same problem
• Assigned severity
• Estimated resolution time
• Reason for the problem
• Responsable department
• Links to more information

The items have been inspired by the social awareness discussed
in [25], the usage of severity in [1], software project management
and or (bug) ticket prioritization predictions [30], as well as by
discussions with the municipality of Wadgassen.

Providing the issuer of external data sources would also be an op-
tion. As discussed in [24], this could provide background evidence
2https://dictionary.cambridge.org/dictionary/english/context

on the accuracy and trustworthiness of the information. However,
it may not be understandable for everyone, and the results of [24]
showed no significant differences when providing the data source
in the response. In [15], capabilities of an automated feedback sys-
tem have been envisioned to explain the reason why a suggestion
from the citizen has to be rejected, e.g., because of legal reasons or
because of underground pipes that would prevent a tree from being
planted directly above. Such information could also be classified as
contextual feedback. However, this would require the availability
of a wide range of information in a machine-readable way and
the ability to reason about it. It sounds like a potential task for
fine-tuned LLMs. For this work, this was considered out-of-scope.
Mainly because the needed data simply does not exist. It is also to
note that the trade-off between the amount of information and the
complexity of the response, as stated in [26], has to be considered.

4 IMPLEMENTATION
The architecture as shown in Figure 1 has been designed based
on the requirements of the municipality of Wadgassen to act as a
guideline for the realization of the researched functionality in the
municipality. One focus point was to allow the easy integration
of multiple interaction channels following the advice from [3] to
reduce this aspect of the "complaint barrier". Another important as-
pect of the architecture was to keep it as generalizable and modular
as possible to allow the easy integration of different components
and services. Integrating the open-source Customer Relationship
Management (CRM) tool Chatwoot3 was done on the one hand
for easier monitoring of the study but also to show the integration
with a CRM tool in the form of the same solution that Wadgassen
is migrating to. All services have been containerized as Docker con-
tainers and deployed within a multi-cloud environment, utilizing
three servers in Oracle Cloud and Digital Ocean. To address the
challenge of limited data availability, contextual feedback items
were simulated (mocked). Consequently, the corresponding ser-
vices depicted in the architecture diagram were not implemented in
this work. The architecture and used technologies are not compute
and cost intensive and can be easily scaled up to fit the needs of
larger cities. To minimize the response times, the usage of an LLM
like GPT3.5 should be preferred over GPT4. If the GPU compute
power and enough data is available fine-tuning a base-LLM may
also be an option for a city. However, the main problem remains
the availability of relevant data in a digital and structured form.

In the following, we describe the individual components in more
detail:

• The study website has been realized with Bootstrap34 to-
gether with plain HTML, CSS, and Javascript, including a
main page with chat widget, descriptions, and instructions,
as well as links to the survey and the data protection decla-
ration. After the survey has been completed, the results are
stored in the results database.

• The entry point for the interaction with the CUI is a custom
chat widget that has been implemented based on the React

3https://www.chatwoot.com
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Figure 1: Architecture Overview: Green Boxes Represent External Components, Blue Boxes are Internal of the Developed
System.

components from the MIT-licensed Chat Widget from Voice-
flow4. User inputs are sent to the CUI Gateway. Responses
are displayed in the chat widget.

• The so-called CUI Gateway is a service that connects the
Chat Widget with the Dialog Engine and with the customer
relationship management (CRM) solution. It has been imple-
mented as a Golang5 application. For the study, the CRM
integration of Chatwoot had been enabled to allow easier
monitoring of the conversations.

• Chatwoot6 is an open-source customer relationship man-
agement (CRM) solution. It is usd to provide a web-based
user interface to monitor the system’s conversations with
the users.

• For Natural Language Understanding (NLU) and as the Dia-
log Engine, Rasa7 is used in its open-source version. Rasa is
a powerful and flexible platform for building complex CUIs.
Training data for the intents and entities has been created by
hand combined with data generated by ChatGPT and Github
Copilot8. A total of 16 intents with 191 samples have been
defined. The intents cover the reporting of three different

4https://www.surveycircle.com
5https://go.dev
6https://www.chatwoot.com
7https://rasa.com
8https://github.com/features/copilot

complaint categories in the form of pollution, noise, and in-
frastructure complaints, as well as intents for extracting the
required information step by step and intents for handling
questions about the capabilities of the system, affirmations,
denying, greetings and goodbyes. The street name and the
house number have been defined as entities to resemble a
location.

• Dialog Engine: In the system, reporting a complaint with
the chatbot could be completed in a single turn. If neither
a complaint category nor a location can be extracted, the
system asks for the missing information step by step. The
usage of implicit or explicit confirmation strategies for the
user input has been discarded because of the high accuracy
of the NLU component in the pretests. In addition, intents
and the corresponding RASA stories to handle also questions
about the system’s capabilities have been defined. In case
of a so-called fallback or non-understanding in which the
system’s confidence for the intent classification falls below
a threshold of 0.5, a custom multi-stage fallback handling
has been implemented. In the fallback responses, the sys-
tem first excuses itself and informs the users that it cannot
understand the input. After that, depending on how many
fallbacks have already been triggered in the current dialogue
state, the system tries to help the user recover from the
non-understanding. The first attempt is more general but
still more specific compared to the initial utterance for the
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state. The second fallback response for the same state either
switched to a step-by-step approach in which the user is
asked if they could provide a category for this complaint,
and or an example of a location is provided. If three fallbacks
are triggered after another, this has been defined as a non-
recoverable state, and the system excuses itself and informs
the user that a human agent will take over the conversation.

• Rasa’s custom actions respond with lists of response and
event objects. The response objects contain the text that
should be sent to the user. The events allow to perform addi-
tional functionality like setting slots, stopping the conversa-
tion, restarting the conversation, or scheduling a reminder.
The action server implementation provided as part of the
Rasa SDK (Python) has been used.

• Contextual Feedback Generation: Following VUI and
GUI design guidelines (e.g., [22, 24, 26]), including a highly
iterative experimentation phase, the prompt in Fig. 2. was
developed to generate contextual feedback for a citizen com-
plaint.

• TheContextual Feedback Backend has been implemented
as a Java application using the Spring Boot9 framework. It
exposes a REST API to generate contextual feedback for a
complaint. The corresponding custom action in Rasa makes
a POST request to the backend with the classified complaint
category and the extracted location.

5 STUDY
The study has been designed as a between-subjects online study
using the feedback as the independent variable. Condition A is the
control condition and Condition B is the experimental condition
that provides the contextual feedback. Two tasks were defined
together with the municipality of Wadgassen to ensure that the
problems that the citizens should report were realistic.

A Pretest has been conducted with a total of six participants
that led to improvements in some wordings and the replacement
of the previously used chatwoot chat widget with a custom one
based on the components from the MIT-licensed chat widget from
Voiceflow. For the main study, the participants were recruited in
cooperation with the municipality of Wadgassen over the internal
employee mailing list and publicly over the social media channels
of the municipality (Instagram and Facebook) as well as a post in
the local newspaper "Wadgasser Rundschau" by the municipality’s
PR team. Because of a lower participation rate from the citizens in
Wadgassen than expected, as well as a high rate of participants that
did not follow the task instructions, the study has been shared on
SurveyCircle10, mailing lists, and groups. The following hypotheses
have been investigated.

5.1 H1.1 - Pragmatic Quality
Following the definition from [10], a product has pragmatic quality
if it supports task completion in an effective and efficient way.
The findings of [25] suggest that users were more satisfied with a
system that provides additional (helpful) information even if they
would have to wait longer for a reply. Because contextual feedback

9https://spring.io/projects/spring-boot
10https://www.surveycircle.com

provides this potentially relevant information about the context of
the complaint, it may be seen as a partial resolution and, therefore,
as a more effective and efficient way to complete the task. Based
on this, the system that provides contextual feedback to the users
is expected to be rated with the highest pragmatic quality.

H1.1: The system that provides contextual feedback to the users
is rated with the highest pragmatic quality.

5.2 H1.2 - Hedonic Quality
A product has hedonic quality if it goes beyond pure usefulness so
that users enjoy it and have fun [10]. Because the idea of contextual
feedback is to improve the perceived usefulness and the feeling of
the citizen that the complaint is taken seriously, an effect beyond
that is unclear. However, it may exist because reducing the negative
feelings related to why citizens do not report complaints, as previ-
ously discussed, could improve not only the perceived usefulness
but also the perceived enjoyment and fun.

H1.2: The system that provides contextual feedback to the users
is rated with the highest hedonic quality.

5.3 H2 - Reuse Intention
As stated in [9, 15, 17] the responsiveness of the authorities in
e-participation systems is a key factor for the acceptance and sat-
isfaction of the users with such systems. Based on their results,
the authors of [25] state that "feedback can be considered a highly
contributing factor to promoting public participation". In [15] it is
stated that resignation is one of the main reasons citizens decide
not to raise complaints. The citizens do not think their complaints
will change something and are not taken seriously. The availabil-
ity of contextual feedback could help to reduce this resignation,
e.g., by providing information if others have already reported the
complaint if the problem is already being worked on, and when it
is expected to be solved. The paper [20] from the e-participation
domain suggests that the quality of the feedback and the respon-
siveness of the authorities motivates e-participants to continue to
participate. The hypotheses H2.1 and H2.2 have been formulated
based on these points. H2.1 is about the expectation that the avail-
ability of contextual feedback will increase the willingness of the
users to use such a system again. H2.2 is about the expectation that
the availability of contextual feedback will increase the feeling that
the complaint is taken seriously.

H2.1: Contextual Feedback increases the user’s willingness to
use the system again.

H2.2: Contextual Feedback increases the feeling that the com-
plaint is taken seriously.

5.4 H3 - Meaningful Feedback
Following the requirements of timely and meaningful feedback
in the e-participation domain formulated in [25] and the idea of
contextual feedback to provide additional, relevant information,
the expectation would be that the contextual feedback is perceived
as more meaningful by the users even though it will not solve the
underlying problem.

H3: The contextual feedback from the chatbot is perceived by
the users as more meaningful feedback.
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You are the automated complaint feedback module of a conversational user interface for citizen complaint management.
The system is deployed by the municipality "Wadgassen" in Germany.
Please respond in the style of a chatbot and from the perspective of the authorities responsible for solving the problem.
Keep your response on point and try not to generate too long responses which are hard to read.
Follow the following steps for the response generation:
Step 1: Determine which information is available in the JSON object
Step 2: Generate a polite and on-point response using the following guidelines

based on the information in the JSON object. Start a new paragraph for the points below
a: Acknowledge the complaint and express understanding of the concern.
b: If available, mention the assigned severity level to indicate the
municipality’s attention to the issue.
c: If similar complaints exist, inform the citizen about the existence of
similar complaints.
d: If available, provide an estimated resolution time to set expectations.
e: Try not to exceed 10 sentences.

Please respond in German.
Don’t address the user with their name or include formulations like "[Name der Stadt/municipality]".
Don’t provide contact information or mention this point.
You are the initial contact point and human agents will take over if needed.
Don't include internal information like ids in the response.
Start the response with "Vielen Dank" and don’t add a signature at the end of
the response
because it is no letter but the response of a chatbot within a running
conversation.
The following information in the user message has been fetched for the complaint as a JSON object :

{
"category": "pollution" ,
"summary" : "Beschwerde wegen einer großen Menge von Sperrmüll bei den

Recyclingcontainern in der Lindenstraße" ,
"location": {

"street": "Lindenstraße"
},
"number of similar complaints": 4,
"severity": "high",
"estimated resolution duration": "one week"

}

Figure 2: Prompt with Example Input

5.5 H4 - Trust
Based on the chances that complaint management could help the
legitimacy of as well as the trust into the local governments as
described in the papers [9, 12, 15], the availability of a complaint
management system in general should improve the trust into the
local government. The only work that could be found that looked
into in the e-participation context is [25]. Here, the participants
were asked about the impact of automated feedback on their trust,
e.g., to the city administration. The results showed that the partici-
pants were skeptical about the impact of feedback on their trust.
One of the findings of [15] was that citizens who feel connected to
their municipality are more likely to raise complaints. These points
motivated the evaluation of the impact on the trust into the local
government in this work. On the one hand, in general, and on the
other hand, in the context of the availability of contextual feedback.
Resulting in the following hypothesis.

H4: The availability of contextual feedback in a conversational
complaint management system will improve the citizens’ trust in
their municipality.

6 TASKS
The study participants were asked to visit the study website, where
they were given the task for their assigned condition. The task

description and instructions were provided on this page. For con-
dition A with "normal" llm-based feedback, the task was to report
a complaint about a large amount of garbage in a forest near a
street. The feedback was generated with the same prompt as con-
dition B, except that the steps about the contextual information
were removed to prevent hallucinations (see Figure 3). The task for
condition B with the contextual feedback was reporting a complaint
about garbage around recycling containers at one of the recycling
centers in Wadgassen (see Figure 4). The interaction with the CUI
happened over the custom chat widget that has been developed.
After the conversation was completed, the button to the question-
naire was enabled, and the participants were asked to fill out the
questionnaire. In addition to the items related to the hypotheses,
additional questions were asked about the participants previous
experience with chatbots, LLMs, and some demographic questions.

7 RESULTS
7.1 Participants
In total, 62 interactions (one per participant) with the system have
been recorded. In 8 conversations, the participants did not follow
the instructions and reported a complaint unrelated to the task.
These conversations have been excluded from the analysis. As pre-
viously mentioned, this high rate of participants not following the
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Baseline Feedback

Thank you for your report. We understand your concern about the large
amount of illegal waste in the forest at Butterborn. Disposing of waste
in nature is not only illegal but also harmful to the environment. We
will take immediate action to remove the waste and ensure that this
does not happen again.
Your report is very important to us, and we will do our best to resolve
the problem as quickly as possible. Thank you for your support in
maintaining the cleanliness and beauty of our city.

Figure 3: Condition A - Example Image and Feedback

Contextual Feedback

Thank you for your complaint about a large amount of bulky waste at
the recycling containers on Lindenstraße. We understand your concern
and take it seriously.
We have classified the urgency of your issue as high to ensure that it is
addressed as quickly as possible.
There are already four similar complaints about this issue. We are aware
that this is a recurring problem and are working to find a solution.
The estimated processing time is one week. We will do our best to
resolve the problem as quickly as possible and improve the situation.
Please be patient while we address your concern. Thank you for your
assistance in maintaining a clean environment in our city.

Figure 4: Condition B - Example Image and Feedback

task instructions was one of the reasons why the participant re-
cruitment had to be extended. 7 of the 8 conversations happened
while the study was only shared in Wadgassen. Out of the 32 con-
versations from participants that were recruited over the other
channels, it happened once. Because the complaints were related
to completely different topics like rats, the parking situation, bad
street conditions, or parked cars, almost all of these conversations
failed, and all except one did not fill out the questionnaire. One of
the eight conversations has been classified as a troll conversation.
Seven conversations have been successfully completed, but the
participants did not fill out the survey. In total, 46 conversations
following the task instructions have been completed, and one failed
with a human hand-off because of 3 fallbacks in a row. The one
participant who faced the simulated human hand-off did not fill
out the survey. After removing four further results in which the

attention check has not been passed, 42 usable results remained
(A = 22, B = 20). The participants were between 23 and 62 years
old (M = 30.1, SD = 18.05). 22 males and 18 females, and 2 did not
want to disclose their gender. The average previous experience
with chatbots was 3.45 (SD = 1.24) measured on a 5-point Likert
scale, indicating moderate previous experience with chatbots. 23
participants (54.76%) answered that they had experience with LLMs.
17 participants (40.48%) answered yes to the optional question if
they live in Wadgassen.

7.2 Descriptive Statistics
The descriptive statistics for the items measured for the two condi-
tions can be found in the table below. The table has been created
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by jamovi11. The usability of the chatbot has been measured with
the Chatbot Usability Questionnaire (CUQ) [11]. The pragmatic
and hedonic quality has been measured with the small version of
the AttrakDiff questionnaire [10]. Whether the participants would
be willing to use such a system again was measured with a single
question on a 5-point Likert scale. The same goes for the feeling
that the complaint is taken seriously. If the participants rated the
feedback to the complaint as meaningful, it was measured by com-
bining the question from the CUQ that the responses were "useful,
appropriate and informative" with the question if the responses
were irrelevant. The trust in the local government was measured
by adapting the items from [14].

7.3 Hypotheses
Hypotheses H1.1, H1.2, H2, and H4 showed statistical significance
with p values < 0.05, supporting their acceptance. Medium effect
sizes were observed for the first three hypotheses, while H4 exhib-
ited a large effect size. Conversely, H3, that contextual feedback is
perceived as more meaningful, could not be accepted based on the
results.

7.4 Qualitative Feedback
The participants were also asked three (optional) open questions
about which information they would have liked to get from the
chatbot, after reporting the complaint, if they got unwanted infor-
mation, and if they had any other comments. In total, 17 comments
for A and 20 for B have been collected. Because the included in-
formation was the variable that was changed between the two
conditions, the answers to the first question about the desired infor-
mation were especially interesting. The difference between the two
conditions was directly visible. For condition A, seven participants
(31.81% of A) responded, while for condition B, 5 participants (25%
of B) responded. For condition A, 3 (42.86%) of the participants men-
tioned that they would have liked to get information about a rough
time frame for the resolution of the complaint. Representing one
of the contextual feedback elements that have been implemented.
Two participants stated that they would have liked to get a contact
person. One participant wanted more variation in the complaint cat-
egories and better knowledge of the locations, which is interpreted
as improvement suggestions for the system and does not match the
intention of the question. For condition B, one participant stated
that the provided existence of similar complaints and the resolution
time frame was sufficient for him/her, and one participant answered
just with "no," indicating that he/she had no desire for additional
information. Another participant wanted to get a process number
for later inquiries. This was also commented on by one participant
that it would have been helpful to know how the progress of the
complaint could be tracked. The last participant for B stated that
he/she was wondering how the chatbot detected that the complaint
was about recycling containers even though she just mentioned
containers and there are also other types of containers. The partici-
pant would have expected a selection process and a confirmation.
In the study, this was caused by the fact that the feedback was
pre-generated. However, in a real system, implementing the func-
tionality to search for existing similar complaints, this information
11https://www.jamovi.org/

could be fetched, for example, from the problem summary and the
summaries of similar complaints. Alternatively, from a knowledge
base (for example, simply the municipality website) that contains
the container types and their location in the municipality. A similar
comment was also made by one participant from condition A. This
participant also stated that he/she guesses that this was potentially
caused by previous complaints and suggested including this infor-
mation in the response, followed by a verification if the information
matches the complaint that should be reported.

For the second question about unwanted information, there were
more responses for condition B, with 9 compared to 7 for condition
A. For B, four participants (44% of the B comments, 20% of B) stated
that the response of the system to the complaint was too long. One
even described it as "overwhelming". This can be explained by the
trade-off between providing additional information and simplicity
mentioned in the concept chapter based on [26]. Two participants
criticized the presence of "general" information in the response
and would have preferred more specific information. A participant
suggested that even though the information that four similar com-
plaints already exist is helpful, he/she would have liked to know
how these other complaints are handled. Three responses (33%)
explicitly rejected the presence of unwanted information. For condi-
tion A, two participants (28.57% of A comments, 10% of A) described
the response as too long and or too complex. One participant men-
tioned that part of the response raised more questions, such as
how the removal of the garbage would be ensured. No participant
mentioned any unwanted information present in the response for
condition A. However, one participant of A mentioned that the
response expressed a strong opinion that the pollution at this place
was unacceptable and did not match his input. He further stated
that this only increased the response size and created a feeling that
his complaint was interpreted without the option to verify or deny
it.

In response to the question about additional comments, the re-
sponses for A were the following points. Improvement suggestions
like the support to send images and send responses similar to Chat-
GPT as a stream of words instead of single or multiple messages
were made. One participant mentioned that he/she was surprised
by the information that other similar complaints about the problem
already exist but that he/she thinks that it is helpful. The same
person also suggested that the system should also be able to han-
dle shared locations so that, e.g., defective street lights could be
reported with the GPS coordinates shared in WhatsApp. Another
response mentioned that the information about the existence of
similar complaints was unexpected but helpful, especially because
you don’t feel like the local police officer, according to the partici-
pant. The same response also suggested that a feature to share the
location would be useful. Two responses stated that they liked the
idea of the citizen complaint management chatbot. One of them
also mentioned that he/she would like to see the system extended
into an active participation platform and or to get information.
The other mentioned that the responses created the feeling that
the complaint is taken seriously but that he/she would have liked
to get more detailed information about the further handling and
resolution of the complaint.
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Table 1: Descriptives

Descriptives

  Condition N Mean Median SD Minimum Maximum

CUQ A 22 73.011 73.438 13.101 31.25 90.63
  B 20 77.969 81.250 13.535 50.00 93.75

Attractiveness A 22 0.341 0.000 0.836 -1.00 2.00
  B 20 0.975 1.000 1.106 -2.00 3.00

Pragmatic Quality A 22 0.659 0.750 1.209 -1.00 2.25
  B 20 1.325 1.250 1.067 -1.00 3.00

Hedonic Quality A 22 0.170 0.125 0.781 -1.75 1.50
  B 20 0.775 0.625 0.765 0.00 3.00

Reuse Intention A 22 3.909 4.000 0.971 2 5
  B 20 4.550 5.000 0.605 3 5

Complaint is taken Seriously A 22 3.227 3.000 1.066 1 5
  B 20 3.800 4.000 0.951 2 5

Meaningful Feedback A 22 3.864 4.000 1.082 1.00 5.00
  B 20 4.300 4.500 0.894 2.00 5.00

Trust A 22 3.080 3.000 0.418 2.25 3.75
  B 20 3.462 3.375 0.391 3.00 4.00

 8 DISCUSSION
For H1.1, it was anticipated that the pragmatic quality in the con-
textual feedback condition would receive higher ratings. This ex-
pectation was substantiated with a medium effect size. Similarly,
H1.2, positing higher hedonic quality in the contextual feedback
condition, was confirmed with a large effect size. Moving on to
H2.1, the expectation that users exposed to contextual feedback
would demonstrate a greater willingness to use the system again
was affirmed with a medium effect size. Condition B achieved an
excellent average score, while ConditionAwaswell-rated. Both con-
ditions exhibited good CUQ scores, indicating favorable prospects
for accepting such a system. Addressing the reluctance of citizens
to report complaints due to concerns about their seriousness (as
cited in [15]), H2.2 results indicated that contextual feedback signif-
icantly enhances the perception that complaints are taken seriously,
confirming this hypothesis with a medium effect size. Contrary to
expectations, H3, predicting higher ratings for the meaningfulness
of contextual feedback, could not be substantiated. Notably, the con-
textual feedback condition had a slightly higher average rating of

4.3 compared to 3.86, with a small effect size (Cohen’s d). This incon-
clusiveness might be attributed to Condition A’s already perceived
good feedback and potential negative effects from some participants
in Condition B finding the contextual feedback response exces-
sively long. Future investigations may explore reducing response
size to enhance perceived meaningfulness, but this could introduce
trade-offs, potentially diminishing the seriousness of complaints.
Remarkably, both conditions’ responses were not perceived as irrel-
evant, a positive outcome considering the significant impact stated
in [3]. Although initially contemplated, a comparison involving
obviously false information was omitted in this study. Hypothesis
H4, proposing that contextual feedback improves citizens’ trust in
their municipality, was validated with a large effect size. However,
it’s noteworthy that trust scores for both conditions were neutral
for A and neutral to slightly positive for B, indicating the need
for additional initiatives to augment or regain trust, aligning with
the suggestions in [15]. As previously highlighted, (conversational)
citizen complaint management stands as one essential component
in this broader context. A notable number of participants deviated
from task instructions, reporting unexpected problems. The cause
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Table 2: t-Test Results

Independent Samples T-Test

95% Confidence
Interval

    Statistic df p Mean
difference

SE
difference Lower Upper   Effect

Size

CUQ Student's
t -1.21 40.0 0.118 -4.957 4.112 -Inf 1.9665 Cohen's

d -0.372

Attractiveness Student's
t -2.11 40.0 0.021 -0.634 0.301 -Inf -0.1275 Cohen's

d -0.651

Pragmatic
Quality

Student's
t -1.88 40.0 0.033 -0.666 0.353 -Inf -0.0709 Cohen's

d -0.582

Hedonic
Quality

Student's
t -2.53 40.0 0.008 -0.605 0.239 -Inf -0.2023 Cohen's

d -0.782

Reuse
Intention

Student's
t -2.54 40.0 0.008 -0.641 0.253 -Inf -0.2153 Cohen's

d -0.783

Complaint is
taken
Seriously

Student's
t -1.83 40.0 0.037 -0.573 0.313 -Inf -0.0456 Cohen's

d -0.565

Meaningful
Feedback

Student's
t -1.42 40.0 0.082 -0.436 0.308 -Inf 0.0825 Cohen's

d -0.438

Trust Student's
t -3.06 40.0 0.002 -0.383 0.125 -Inf -0.1719 Cohen's

d -0.944

Note. Hₐ μ A < μ B

 remains to be clarified, possibly due to inadequate task description
comprehension or participants disregarding it, assuming a fully op-
erational complaint management system. This misconception may
stem from the study’s promotion in local media, yielding insights
into potential complaint topics despite unusable interactions. High
interest in progress updates and resolution notifications suggests
implementing these features in a real system. Real-time monitoring
may not be essential, given users’ neutral-to-positive ratings. Re-
viewing failed conversations and formulating manual responses for
progress updates is recommended. WhatsApp and a website chat
widget are preferred interaction channels, with additional channels
added based on demand. Notifications via WhatsApp and email for
the website could enhance citizens’ perception of the value of com-
plaint reporting, aligning with recommendations from [3]. Some
in Condition B found responses too long (20%), indicating a trade-
off between simplicity and information. Evaluating the response
size carefully is advised to avoid negative impacts, considering
participants’ varying opinions on length. Surprisingly, even with
significantly longer responses in Condition B, some in Condition
A (10%) also found them too lengthy, emphasizing the need for
cautious adjustments to prevent adverse effects.

9 CONCLUSION AND FUTUREWORK
In conclusion, our study significantly advances the understanding
of how contextual feedback in CUIs impacts user perception and
engagement in the domain of citizen complaint management. The
hypotheses testing revealed that contextual feedback positively
influences both the pragmatic and hedonic quality of the user expe-
rience, with medium to large effect sizes confirming the anticipated
benefits. Furthermore, our findings indicate a marked increase in
users’ willingness to re-engage with the system and perceive their
complaints as being taken seriously when contextual feedback is
employed, underscoring its value in enhancing user satisfaction
and trust towards municipal systems.

Despite these positive outcomes, the study also uncovered chal-
lenges to address in future research, particularly in optimizing feed-
back length without compromising the depth of information. The
mixed reactions to the feedback’s length highlight the delicate bal-
ance required to maintain user engagement without overwhelming
them. The work of this paper also revealed practical considerations
for implementing such systems, including the importance of clear
task descriptions and the potential for misinterpretations among
participants. The expressed preference for specific communication
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channels and features, like progress updates and resolution notifica-
tions, provides valuable direction for developing more responsive
and user-friendly complaint management systems.

The positive results achieved by the baseline system show the
potential of LLMs for complaint management systems and related
tasks, even in the absence of additional data sources, relying solely
on the LLM’s inherent knowledge of the world. An additional advan-
tage lies in the system’s deployability without the need for supple-
mentary data collection and integrations. Regarding the preliminary
release of GPT-4V, the multi-modal variant of OpenAI’s GPT-4, it is
currently accessible for preview and demonstrates promising out-
comes, particularly in its proficiency in comprehending accompa-
nying images. However, it is essential to acknowledge that GPT-4V
is still in its initial stages. As emphasized in [21], the integration
of multimodality introduces new risks and challenges that require
careful consideration to mitigate potential model exploits. Explor-
ing the synergy between contextual feedback and multimodality
presents an intriguing avenue for future research. In alignment with
ideas from [3], further consideration could be given to evaluating
whether the introduction of such a system could enhance citizen
engagement across various domains, potentially contributing to
overall citizen satisfaction. The prospect of LLMs providing auto-
mated feedback on complex subjects, as discussed in [15], becomes
more feasible if the necessary data for reasoning is made readily
accessible.
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