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ABSTRACT

Explainable Artificial Intelligence (XAI) is an emerging subdisci-
pline of Machine Learning (ML) and human-computer interaction.
Discriminative models need to be understood. An explanation of
such ML models is vital when an Al system makes decisions that
have significant consequences, such as in healthcare or finance. By
providing an input-specific explanation, users can gain confidence
in an Al system’s decisions and be more willing to trust and rely on
it. One problem is that interpreting example-based explanations for
discriminative models, such as saliency maps, can be difficult be-
cause it is not always clear how the highlighted features contribute
to the model’s overall prediction or decisions. Moreover, saliency
maps, which are state-of-the-art visual explanation methods, do not
provide concrete information on the influence of particular features.
We propose an interactive visualisation tool called EMILE-UI that
allows users to evaluate the provided explanations of an image-
based classification task, specifically those provided by saliency
maps. This tool allows users to evaluate the accuracy of a saliency
map by reflecting the true attention or focus of the corresponding
model. It visualises the relationship between the ML model and its
explanation of input images, making it easier to interpret saliency
maps and understand how the ML model actually predicts. Our tool
supports a wide range of deep learning image classification models
and image data as inputs.
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1 INTRODUCTION

Deep Neural Networks (DNNs) have proven to be useful in mul-
tiple domains; however, because of their complexity, they are of-
ten regarded as black-box solutions because it can be difficult to
understand how they arrive at their predictions [4]. Providing ex-
planations for such models’ predictions is a solution for under-
standing their working mechanisms. Several saliency map-based
explanation methods are popular in Machine Learning (ML) re-
search and are used to provide information on why an ML model
makes a certain prediction [5]. Examples include layer-wise rele-
vance propagation [17], Grad-CAM [25], integrated gradient [27],
guided back-propagation [26], pixel-wise decomposition [3], and
contrastive explanations [16].

However, a question remains on how to assess the validity of
these explanation methods. Evaluation methods have emerged to
measure the quality of these explanations. Some researchers used
ground truth data, such as object-localisation data or ground truth
masks [8, 18]. There are also methods for evaluating how an explana-
tion reflects the true attention or focus of the corresponding model,
also known as the faithfulness of an explanation [22]. Faithfulness
is a measure of the accuracy of the explanation and the reasoning
behind the class prediction [15]. For example, Yeh et al. [31] used
a square-kernel approach in their concept called infidelity, whose
premise is that appropriately reducing the sensitivity can lower the
infidelity by using a simple kernel smoothing-based algorithm, and
the models that optimise infidelity offer better explanations. Rieger
and Hansen [20] presented their solution called IROF (Iterative
Removal Of Features) which used image segmentation to divide
the image into coherent segments, and a good explanation would
attribute high relevance to segments important for classification.
Bach et al. [3] proposed a simple approach of flipping pixels to
their opposites and seeing how the evaluation metric was affected.
Samek et al. [22] took another pixel-related evaluation approach
to evaluate the quality of a heatmap produced by the explanation
algorithm. A step further would be to remove groups of relevant
pixels. Hooker et al. [14] presented ROAR (Remove And Retrain)
where they replace a fraction of the pixels, which were estimated
to be most relevant, with a fixed uninformative value, but their ap-
proach is computationally expensive because it requires retraining
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Figure 1: System architecture of our tool with an accompanying Ul screenshot. In the frontend, the user uploads the model and
its configuration (2). The user then select the explanation method that he or she wants to evaluate (3) and uploads the test image
and ground truth (1). Afterwards, the model generates the saliency map (6) and perturbation curves for the saliency map (4).
Patterns (Indicated in Fig. 2) of the perturbation curves can indicate the explanation map’s faithfulness. Using the percentage
slider (5), the user selects the amount of feature to remove from the input image. The two bottom-right pictures (6) are the
resulting images after the feature removal. Change in the model’s classification from ’automobile’ to ’cat’ due to the evident
feature removal in the number plate region suggests a potential false correlation between the model and the explanation map.

the evaluated models. As an improvement on ROAR, Rong et al.
[21] presented ROAD (Remove And Debias) which measures global
fidelity among attribution explanations. Moreover, there has not yet
been a single evaluation technique that considers the wrong model
creation (Right for wrong reason). Interactively showing users the
decision-making pattern of the model can help them understand
the false correlations [12]. Most explanation evaluation techniques,
such as those of Ghorbani et al. [13] and Dabkowski and Gal [9],
do not consider user interactions, which are essential because they
allow users to explore and interact intuitively and flexibly with the
results of an ML model [19, 29].

Due to the absence of such user interfaces and interactions, there
could be a lack of user trust in the understanding of ML models and
their explanations [6, 10, 23, 32]. However, presenting explanations
in the form of interactive systems can help build trust and confi-
dence in ML models [30, 33, 34]. In addition, using such interfaces
can help users better understand an ML model’s behaviour [7] and
identify biases or errors in the decision-making process [2].
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This paper demonstrates how saliency-based explanations can be
used as building blocks of interactive systems to interpret ML image
classifications and evaluate their faithfulness. Our tool, EMILE-UI,
shown in Figure 1, is a user interface for the recent state-of-the-
art approach of Rong et al. [21] and extends it. It allows users to
interactively and visually test the faithfulness of ML explanations.
EMILE allows ML practitioners, even those without any experience
in explainable ML, to actively evaluate a variety of explanation
techniques, and helps ML experts debug ML models similar to the
works of Suresh et al. [28]. We argue that integrating interaction
with saliency map-based explanations offers good interpretability,
because users can interact with explanations visually and observe
the behaviour of the models. We hope that our work will encourage
further approaches to attempt to build interactive user interfaces for
explainable ML evaluation systems. Our demo is publicly available
at https://iml.dfki.de/demos/emile.
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Figure 2: We present a set of perturbation curves for an ML model on a single input image. Plot (c) represents the consistency
of the saliency map, and Plot (a) represents the inconsistency of the saliency map. Plot (b) also represents the inconsistency

and random feature importance in the saliency map.

2 TECHNICAL BACKGROUND

Attribution map, also known as a saliency map or heatmap, is
a visual representation of which parts of the input have the most
influence on the output of an ML model [25, 27]. Faithfulness
testing involves applying perturbations to the input, based on the
attribute map, and checking whether the resulting changes in the
output match the changes indicated by the saliency map. Faithful-
ness testing requires consistency between the changes in the model
output when the features are removed using the Most Relevant
Feature (MoRF) and the Least Relevant Feature (LeRF) orders [21].
Linear Imputation is one of the methods for removing a feature
from an image [14, 20-22]. According to the rigorous evaluation
of Rong et al. [21] and Hooker et al. [14], noisy linear imputation
reduces information leakage through the shape of the imputation
mask and provides consistent results for different evaluation orders.
Region perturbation is a technique that can be used to evaluate
decisions made by DNNs by perturbing specific regions of the in-
put data and observing how the prediction of the model changes
[21, 22]. Rong et al. [21] and Samek et al. [22] showed how input
perturbation based on the attribution map influences the accuracy
of an ML model. Figure 2 shows how the accuracy of the model
changed during perturbation for a single test image.

3 EMILE-UI

Explaining Machlne Learning Explanations User Interface or EMILE-
Ul is a simple yet powerful tool for understanding the behaviour of
an ML image classification model with respect to its explanation.
The main goal of EMILE-UI is to allow an ML user to evaluate
the faithfulness of a generated saliency map. EMILE-UI operates
in three steps. In the first step, the user selects the deep learning
architecture, uploads the weights, selects the attribution method
(Explainer), and sets the hyperparameters. In the second step, the
user uploads the test image and ground truth. In the third step,
the model predicts the class of the image and generates a saliency
map. EMILE-UI first draws the perturbation curves for the MoRF
and LeRF orders and shows the user whether the attribution map
is consistent for both evaluation techniques. Afterwards, the user
can slide the percentage bar, which is the orange bar in Step (5) of
Figure 1, to select the amount of features to be removed from the
input image. The tool then shows the images after the removal of
the most and least important features in an orderly manner.
Explanation evaluation is a valuable tool for ML users to evalu-
ate the faithfulness of saliency maps produced by an explanation
method and to gain insights into the factors that influence the
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model’s predictions. During the evaluation, the user can look at the
saliency map and perturbation curves. If the perturbation curves are
inconsistent, the user can be sure that the saliency map is not faith-
ful [21]. The user can move the percentage slider to a value where
the perturbation curves make transitions. The tool then removes
the corresponding amount of relevant or irrelevant features from
the input image, which are shown in the two bottom-right images of
Figure 1. Consequently, the user can observe the changes that occur
in the input image when the model changes its output. The graph in
the middle of Figure 1 shows the changes in the model’s prediction
with probability values. This helps the user understand whether
a model explanation is faithful and provides deeper insights into
the models’ prediction behaviour and intuition on the information
that the saliency map carries. It can also be used to debug image
classification models [24]. For example, it can detect whether a
model is biased towards certain features of an image. In addition,
we want to leverage EMILE-UI to conduct a user study to evaluate
users’ trust in ML models and their explanations by allowing them
to interact with our tool and obtain feedback on how their trust
in the ML model changes. We believe that this can be very helpful
rather than simply showing users saliency maps, which have been
found not to provide users with sufficient information [1].

To ensure hardware independence for end users, we built EMILE-
UI with a browser-based framework, Streamlit'. EMILE-UI can be
deployed on any Linux server with or without a GPU. We used the
PyTorch framework? for deep learning tasks, and our implementa-
tion can also be extended with other deep learning frameworks.

4 CONCLUSION

We presented EMILE-UI, a tool for evaluating and understanding
image-based deep learning classifiers’ explanations. EMILE-Ul is a
user interface for the method proposed by Rong et al. [21], which
may facilitate a better understanding of explanations through inter-
action and visual feedback. We wanted to make the system more
appealing to a broader range of potential users by not requiring
explicit programming, as suggested by Dudley and Kristensson [11].
Our future goal is to conduct a user study to evaluate how our tool
affects user trust in ML classifications and explanations.

https://docs.streamlit.io
Zhttps://pytorch.org
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