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Abstract. The credibility and trustworthiness of online content has become a ma-
jor societal issue as human communication and information exchange continues to
evolve digitally. The prevalence of misinformation, circulated by fraudsters, trolls,
political activists and state-sponsored actors, has motivated a heightened interest in
automated content evaluation and curation tools. We present an automated credibil-
ity evaluation system to aid users in credibility assessments of web pages, focusing
on the automated analysis of 23 mostly language- and content-related credibility
signals of web content. We find that emotional characteristics, various morpholog-
ical and syntactical properties of the language, and exclamation mark and all caps
usage are particularly indicative of credibility. Less credible web pages have more
emotional, shorter and less complex texts, and put a greater emphasis on the head-
line, which is longer, contains more all caps and is frequently clickbait. Our system
achieves a 63% accuracy in fake news classification, and a 28% accuracy in pre-
dicting the credibility rating of web pages on a five-point Likert scale.

Keywords. content credibility, credibility assessment, credibility signals, content
curation, fake news, NLP

1. Introduction

The digital age continues to transform the ways humankind lives, interacts and com-
municates. As more and more online information is published and consumed, the trust-
worthiness of web content has become a major societal issue. Fraudsters, trolls, politi-
cal activists and state-sponsored actors disseminate misinformation and other unreliable
and malicious content commonly described as “fake news” [1]. The proliferation of low-
quality information on the web is facilitated by its decentralised and nonrestrictive na-
ture, which enables the publication of content without the limitations or qualitative con-
trols associated with traditional media. In a global study, 62% of respondents felt that
fake news was prevalent on online websites and platforms [2].

This work focuses on automatically predicting the credibility of web pages’ con-
tent. Following the definitions of Navok et al. and Grupta et al. we define credibility as
the property of being trusted, i.e., a text is declared credible if a user, e. g., based on
common sense, believes that the information it contains is to some extent credible [3,4].
Amidst growing concerns over unreliable online information and fake news, a number
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of stakeholders have called for the development of tools, frameworks and technologies
to support human credibility judgements on the web [5,6,7,8]. Automated tools can au-
dit information almost instantly and may be deployed for each individual user to flag
their consumed content with credibility indicators in real-time. Furthermore, it is vital
that users are able to retrace why a given text is classified as (not) credible, and not just
given by a black box model trained on a large data set. Previous research has highlighted
discriminating structural and linguistic characteristics of web pages with low credibility,
such as an increased emotionality [9], shorter average words [10], and less coherent texts
[11]. Such properties can be framed as credibility signals, measurable units of informa-
tion that may be used as credibility-indicating heuristics in the credibility assessment
process. Each signal represents a certain trait of a web page and may contribute to or de-
tract from its overall credibility. The World Wide Web Consortium (W3C) Credible Web
Community Group [12] has published an extensive list with the specifications of more
than 200 credibility signals®. Studies have shown repeatedly that superficial web page
features, like appearance or usability, have a considerable impact on credibility [13,14].
However, we decided to build a credibility assessment system focusing on signals related
to the language and actual content of web pages. If our credibility scores are based on
properties intrinsic to the evaluated information, the scores will be consistent across plat-
forms for the same content, and should also be much more resistant to adversarial attacks
as changes to the content are more costly than modifications of surface characteristics.

The main contributions of this paper are as follows: we present the design and im-
plementation of a software system which calculates the credibility score of a web page
through the analysis of (mostly) language- and content-related credibility signals. Al-
though it is a rather popular approach in automated credibility assessment, we decided
not to train a machine learning (ML) model for the task. To the best of our knowledge,
we are the first to systematically evaluate a subset of the W3C web credibility signals;
we develop a web page parsing module and separate evaluation pipelines for a total of 23
credibility signals. Evaluating which credibility signals are particularly relevant to auto-
mated credibility assessments, we see that emotional characteristics, various linguistic,
especially morphological and syntactical properties, and exclamation mark and all caps
usage are particularly indicative. Less credible pages have more emotional, shorter and
less complex texts, and put a greater emphasis on the headline, which is longer, contains
more all caps and is frequently clickbait. Although there is still ample room for iterative
improvements of our credibility evaluation system, we show that a content-focused auto-
mated credibility evaluation that is transparent, more robust, domain-independent, mod-
ular, and easily expandable is feasible and states a clear added value to existing black-
box ML or qualitative approaches. Our system can aid internet users and publishers in
their credibility assessments to make more informed credibility decisions about the infor-
mation at hand; credibility researchers can use the tool to analyse and learn more about
web credibility and elements that affect it, as well as study the credibility of specific
websites or platforms. The paper is structured as follows: First, we present related work
and related sub-fields like fake news (Section 2). Section 3 presents the selected signals
and tools used in our system (Section 3.1) and explains how we combine and weight the
signals to compute the credibility score (Section 3.2). Section 4 presents the datasets we
conducted our test runs on and Section 5 discusses the influence of individual credibility
signals for the overall score and the performance of the system.

2https://credweb.org/signals-20191126. URLs were all last accessed on 2022-01-21.
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2. Related Work

Systems that analyse information, helping users regarding different points of view and
previously overlooked indicators of credibility, can lead to more holistic and informed
credibility judgements. Automated tools can audit information much faster and at larger
scale than human reviewers or fact-checkers, while taking features into account that are
difficult for humans to evaluate [5,15]. Chen et al. [5] and Lazer et al. [7] suggest a hybrid
approach for addressing the problem of fake news: promoting public literacy and critical
thinking for the digital space with initiatives and training, such that individuals may con-
sume online content more consciously and validate and cross-check information them-
selves; and through automated evaluation and verification systems, employed by users
or platforms to support credibility assessments and flag suspicious content. To help users
recognise filter bubbles, false news or abusive content more easily, Rehm [8] proposes
a decentralised infrastructure on top of the World Wide Web, including corresponding
metadata standards, smart content and semantic content enrichment following the main
principles of the Semantic Web. Our credibility assessment tool can be perceived as one
building block of such an infrastructure, aggregating credibility values that can be made
available, for example, as Linked Data or as Web Annotations, for example. Horne et
al. [16] introduce an open source toolkit intended to facilitate the systematic exploration
of the online news ecosystem, where users may consume news articles and simultane-
ously receive indicators of their reliability. The W3C Credible Web Community Group
has published an analysis of the factors, stakeholders and possibilities for improving web
credibility assessments, describing promising technical approaches for each of the cred-
ibility assessment strategies inspection, corroboration, reputation and transparency [6].
Furthermore, they published a list of more than 200 credibility signals intended to sup-
port the creation of interoperable credibility tools by researchers and software developers
[12], which we utilise as the foundation for the design of our system.

Most modern credibility evaluation systems use machine learning and Natural Lan-
guage Processing (NLP) to analyse the credibility of web pages. Olteanu et al. [17] apply
statistical tests to determine 22 particularly important web page features as indicators for
credibility (from 37 features identified in the literature), to build an automated credibility
evaluation framework. Wawer et al. [18] aim to improve the system by Olteanu et al. [17]
through leveraging psychosocial and psycholinguistic cues, and analysing word occur-
rences using bag-of-words models. Investigating words connected to certain trust levels,
they conclude that consumers assign lower credibility to financial services and content
generated by users or related to borrowing money, while government- and safety-related
content was associated with words implying high trust. Esteves et al. [19] compute cred-
ibility ratings after analysing lexical and textual properties, as well as groups of HTML
tag occurrences and extracting source reputation cues. Giachanou et al. [9] concentrate
on emotional signals, proposing an LSTM model that evaluates textual and emotional in-
dicators for credibility assessment, and determine that the inclusion of emotional signals
can improve the performance of credibility assessment systems.

Several publications in automated credibility assessment and fake news detection
focus on content-related or linguistic properties of online information. Horne and Adali
[10] evaluate psychological, complexity and stylistic features of legitimate and fake news
articles and find significant differences in the language of title and text. They conclude
that fake news articles attempt to include all central information in the title, while the
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text body generally contains only marginally more information. Afroz et al. [20] show
that a deceptive writing style can be recognised using stylometry; while authors can in-
tentionally alter their writing style to avoid identification through such an analysis, the
actual obfuscation can be detected. Rashkin et al. [21] find that fake news contain more
words related to exaggeration, and real news more words related to concrete figures.
O’Brien et al. [22] employ a deep neural network for fake news detection based on lan-
guage features, and discover patterns of language bias, exaggeration and strong rhetoric
as corresponding to fake news. Przybyla [23] evaluates a classifier based on stylomet-
ric features, and determines sensational and affective vocabulary to be a discriminating
factor. Compared to such machine-learning-based credibility evaluation approaches pro-
ducing one overall score or a binary assessment, our paper follows a different line of
argumentation. We calculate the credibility of a web page and evaluate more than 20
credibility signals, defined as small, measurable units of information that may be utilised
as credibility-indicating heuristics in the credibility assessment process.

Fake news detection is closely related to, and arguably a sub-domain of automated
credibility evaluation, representing a binary classification of the reliability or trustwor-
thiness of web content instead of rating its credibility on a scale. Similarly to automated
credibility assessment, fake news detection systems typically utilise machine learning
approaches including neural networks to avoid the usage of handcrafted features [1].

3. Methodology
3.1. Signal Selection

In order to build a system which processes web pages and assigns credibility scores, we
must identify, extract and analyse relevant information from these web documents. We
analysed the list of more than 200 credibility signals by [12] to decide which character-
istics of web pages are important for a credibility evaluation and, thus, to be included
in our system. Human credibility assessments of web content are often linked to surface
signals. Indeed, website appearance, usability and design have frequently been shown to
correlate with credibility [24]. We focus on the content and language of web pages rather
than surface characteristics for multiple reasons. Several scientific works have focused
on language features for credibility classification and fake news detection [10,22,23].
Similarly, we want to investigate the relationship between the credibility of text-based
web content and its linguistic features, like a text’s vocabulary, tonality, grammar, style
and structure. Additionally, we prefer to rely on more robust signals connected to the ac-
tual content, rather than superficial indicators. Our credibility ratings are linked strongly
to the evaluated data, with ratings being consistent across platforms if the same content
is evaluated, i.e., our scores will not change depending on the website that the content
was published on. Moreover, precise changes in individual content pieces are more ex-
pensive than adapting a website’s appearance; as we expect our content-related signals
to correlate with credibility and therefore with quality, content providers would have to
actually increase the quality of their content to improve its credibility score, and could
not just manipulate it by modifying surface properties. Nevertheless, we do include some
signals not related to language but pertaining to other characteristics. In the context of
the assessment strategies described by the W3C Credible Web Community Group, the
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credibility evaluation performed by our system is classified as inspection [12]. As it is
mainly designed to analyse language, it performs best on text-centric content such as
news articles and blog posts.

The signals from the W3C Credible Web list were selected according to compliance
with the factors relevance (expected correlation between signal values and the credibility
of the content, based on previous scientific work), measurement difficulty (expected diffi-
culty in automatically extracting the needed information from a web page and determin-
ing the signal value), manipulability/feedback risk (signals should be sufficiently hard
to attack, i. e., it should be disproportionately expensive to modify evaluated content to
improve the signal evaluation), and interoperability (signal evaluation should reach the
same result even when performed by several independent systems) [12]. The metrics we
opted to use and evaluate are:

Author: This signal represents whether a web page explicitly states the author of its
content through a byline or other means. It has been shown that the presentation of author
credentials is positively linked to credibility [14,25,26,27]. We implement the signal’s
automated evaluation by either extracting the author’s credentials directly from the web
page’s HTML code or through the use of a third-party parsing library.

Clickbait headlines are deliberately sensationalist and misleading in an attempt at
enticing consumers to click through to the linked article or content. Clickbait has been
found to be indicative of web content with poor quality and low credibility, and is fre-
quently linked to fake news [28,29,1]. Karadzhov et al. [30] construct a fake news and
clickbait classifier using stylometric, lexical, grammatical and semantic features with a
neural model, which we used for our system.

Grammar & Spelling errors are perhaps the most basic language-related form of
amateurism, and intuitively indicate lower quality content. Previous studies have found a
correlation between such errors and decreased credibility [31]. To determine the amount
of spelling and language errors in the headline and text, we utilise the LanguageTool
library. A significant problem here was the large amount of false positives, and we per-
form extensive filtering of the error matches to exclude errors such as using allegedly
wrong forms of quotes or dashes, lexical redundancy, and British English orthography.
We also conduct entity recognition using spaCy to avoid classifying names as errors, as
these were the majority of error matches.

Language structure encompasses several signals related to morphological and syn-
tactical properties of the language which are commonly included in works on credibility
and deception detection [32,33,23]. We select the features most frequently deemed ef-
fective in predicting credibility: number of words in text and title, average word length
in text and title, and number of sentences as well as type-token-ratio (TTR?) for the text.

External links describes the number of hyperlinks in the text which point to a dif-
ferent website. Linking to additional information, especially from external sources, has
been found to increase credibility and be a predictor for legitimate news [19,33].

Readability of a text describes the complexity of its language in syntax and vocab-
ulary, or the linguistic proficiency required to understand it. It is consistently featured
in the literature as indicative of credibility or useful feature in fake news classification
[19,33,30]. Textual web content with a higher reading level may be considered more pro-
fessional, and therefore of higher quality, impacting credibility assessments. Using the

3TTR is the ratio of unique words (types) to total words (tokens) and describes a text’s lexical density.
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readability* library to compare various readability grades, we find that the Coleman-Liau
index [34] performs best and use it in our signal evaluation.’ The same readability index
is also utilised by [35] and [33].

Emotional, sensational or affective language: Although previous results are at times
inconsistent, researchers are in agreement overall that higher emotionality generally in-
dicates content with lower credibility and an increased likelihood of being fake news
[9,36,23]. Highly emotional messages aim at evoking specific feelings, sometimes in an
attempt to hide poor argumentation or the absence of supporting evidence, while objec-
tive and unbiased information is commonly expected to be presented with little emotion.
We decided to use the tool VADER for sentiment analysis and emotional word frequency
analysis to target different aspects of language emotionality. For the latter we use the
NRC Emotion Intensity Lexicon (NRC-EIL)® by [37] to calculate the average intensity
per word with regard to eight different emotions.

Subjectivity or bias has been frequently named as a dimension of credibility
[38,39,13], and was determined to be an advisable feature in automated credibility eval-
uation [17]. Like emotional language, this signal is difficult to determine precisely and
consistently, nevertheless we opt to evaluate subjectivity due to its widely ascribed rel-
evance to credibility assessments and low manipulability. We use TextBlob (through
spaCy)’ to capture a web page’s subjectivity.

Punctuation: Previous research suggests that the analysis of punctuation, in partic-
ular question and exclamation mark usage may be beneficial for credibility assessments
and fake news detection [32,10]. Increased question or exclamation mark presence —
particularly in the headline — might indicate more sensationalist and clickbait’y content.

All caps are employed in informal communication, advertisements and the tabloid
press to emphasise parts of text, and typically feel out of place and unprofessional in more
formal contexts. Horne and Adali [10] analysed fake news and determined an increased
use of all caps compared to authentic news. Detection of these signals is trivial and they
are thus highly interoperable, although it is important to exclude acronyms or initialisms
as all-capitalised words.

Top-level domains: We analyse whether URLs include domains like “org”, “gov” or
“edu” as top- or second-level domain. Studies suggest that websites with these domains
are assigned higher credibility ratings by consumers [25,26], which have been found
to be a useful evaluation feature for credibility assessment systems [17,19]. While not
content-related, this signal is interoperable, very easy to assess, and also difficult to game
and therefore we decided to include it as an additional statistic on evaluated data.

Profanity: While insults, slurs or hate speech are discussed rarely in the web cred-
ibility literature, there are ample mentions of its negative effect on credibility in other
domains [40]. For profanity, we merge a number of suitable word lists available online®
and manually review the entries, removing those that are not necessarily insults or slurs

“https://github.com/andreasvc/readability/

SThis index computes the readability based on on characters per word: CLI = 0.0588L — 0.296S — 15.8
where L is the average number of letters per 100 words, S is the average number of sentences per 100 words.

Shttps://saifmohammad.com/WebPages/AffectIntensity.htm

7https://spacy.io/universe/project/spacy-textblob

8hitps://github.com/dariusk/wordfilter/blob/master/lib/badwords.json,
https://www.freewebheaders.com/full-list-of-bad- words-banned-by- google/,
https://github.com/RobertJGabriel/Google-profanity- words,
http://www.bannedwordlist.com/lists/swearWords.txt
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but perhaps only informal language, e. g., “hell”, “crazy”, “queer”, “insane”. Afterwards
the text is searched for matching strings, which we find to occur extremely rarely.

A majority of the selected signals are specified precisely in terms of input informa-
tion and evaluation manner, leading to high interoperability. For example, “misspellings
in the text” is clearly defined, and can be consistently evaluated by different systems.
On the other hand, a few signals are harder to specify precisely and their evaluation is
more implementation-dependent (e. g., “emotionality of the language”). Some signals
with lower interoperability, as well as some that are not on the list by [12], were never-
theless included after reviewing relevant publications in the literature, because of their
low expected measurement difficulty and proven tie to credibility.

3.2. System Design

We combine pipelines for the measurement of a total of 23 credibility signals, grouped
into ten evaluator modules, to assess a web page’s credibility (Section 1). Beyond the
general functionality of our system ALPACA (Automated Language-focused web page
Credibility Assessor), our focus lies on the system’s modularity and extensibility (see
Figure 1). Subroutines for new signals can be added and modified without much effort,
in order to be able to better study the effects of different signals and facilitate iterative
improvements of the software.” Though a popular approach in automated credibility as-
sessment, we do not train a machine learning model for the overall task. Our system is
transparent, domain-independent, as well as modular and easily extensible in contrast to
existing ML approaches, which can be considered black boxes.

parsing
main tokenize
init() word_tokenize(text: string): ist<string> WebpageData
sent_tokenize(text: string): list<string> >
< url: string
i
htm: string
! A text: string
| headline: string
| webpage_parser authors: list<string>
1 text_sentences: list<string>
| e | — —>! parse_data(url: string): WebpageData [~ — — —>{ text_words: list<string>
| |
I |
| I
I |
scoring ! | |
i ]
I |
! ! evaluator_vocabulary
I |
I I evaluate_emotional_words(data: WebpageData): float
v ! >evaluale profanity(data: WebpageData): float

credibility_evaluation

signals_with_weights: map<function, float> |- — — — — - evaluator_readability

"7 evaluate_readability(data: WebpageData): float
evaluate_webpage(url: string): float

evaluator_clickbait

evaluate_clickbait(data: WebpageData): float

evaluator_..

evaluate_...(data: WebpageData): float

Figure 1. Simplified internal class diagram and architecture of our credibility evaluation system

We implement a web page parsing module and separate evaluation pipelines for
the credibility signals, which process the content and return signal sub-scores. These
are combined with signal weights through a linear combination function which empha-

9The data and code is available through our project’s GitHub repository: https:/github.com/lvap/alpaca.
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sises low sub-scores to produce the final score between 0 (low) and 1 (high). We em-
ploy our own subroutines and a variety of publicly available tools in the signal evalu-
ation pipelines. For several signals (emotional words, sentiment analysis, readability),
we compared different approaches and selected the best-performing method; see Sec-
tion 4 for the used data sets. Most language metrics are scaled by overall text length, i. e.,
number of words or sentences.!?

Table 1. Summary of modules and credibility signals and weights to compute the score. +/— means the signal
has a pos./neg. impact on the credibility score for greater values (e. g., more negativity in the headline leads to
a lower score). * Domain ending is only weighted as bonus (if sub-score = 1). ** Profanity is only weighted as
malus (if sub-score < 1).

Module Credibility signal  Explanation Weight
author author + web page states author 0.1
clickbait clickbait — headline is clickbait 0.5
errors errors — grammar & spelling errors 0.35
word_count_text + number of words in text 0.3
word_count_title — number of words in title 0.35
sentence_count + number of sentences in text 0.4
language_structure .
ttr + type-token-ratio 0
word_length_text + average word length in text 0.3
word_length _title + average word length in title 0.2
links links_external + number of outbound links 0.1
readability readability + Coleman-Liau grade 0.5
polarity_text + polarity of text (pos. or neg.) 0.35
sentiment polarity_title — negativity of title 0.35
subjectivity — subjectivity 0.25
questions_text — question marks in text 0.1
questions_title — title contains question mark 0.1
R exclamations_text — exclamation marks in text 0.4
tonality . ) ] . ]
exclamations_title — title contains exclamation mark  0.25
all_caps_text — all caps words in text 0.1
all_caps_title — all caps words in title 0.4
url domain_ending* + contains .org, .edu or .gov 0.5
profanity** —no. of profanity words 0.1
vocabulary . . .
emotional_words — avg. emotionality per word 0.7

The weights for the signals (Section 1) were determined iteratively, considering
prior research results, signal measurement accuracy, and experimental calculations on
test data. The type-token-ratio has no definite standing as credibility indicator in the lit-
erature and also did not correlate with credibility in our tests, thus it is not weighted in
the final evaluation. We decided not to prioritise the domain weighting too much, as our

101 our repository we have dedicated methods for computing signal subscores, see https:/github.com/lvap/
alpaca/blob/signal-implementation-analysis/scoring/evaluator_url.py
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system should still focus on content evaluation. Profanity only occurs extremely rarely,
which is why we only treat it as malus.

We hypothesise that highly credible content scores well on most signals, while less
credible web pages will have a mix of low and medium to high signal sub-scores. There-
fore, we utilise a linear combination formula for the final score which increases the
weight of low signal scores. For scores greater than 0.75, the original weight stays the
same, but between 0.75 and 0.25 it linearly increases to twice the weight, and below
0.25 the score is constant again with doubled weight. For any signal o with sub-score
Sq € [0,1] and corresponding preliminary weight wq, from Section 1, the final weight
towards the credibility score is:

Wo = wg (2 — min(max(2sq — 0.5,0), 1)) (1

The system computes the signal sub-scores and final weights depending on the sub-
scores and preliminary weights. It then performs a linear combination of the values to
determine the overall credibility score between O (low credibility) and 1 (high).

4. Data Sets

We conduct test runs on a set of URLs compiled from several data sets with different
domains to evaluate the credibility prediction performance of the entire system, of the
individual credibility signals, and of the different signal implementations. Some of the
data sets showed a variety of issues preventing their use as-is. We discuss the problems
pertaining to the individual data sources in more detail in their respective sections. Three
data sets contain credibility ratings on a Likert scale from one to five (least to most
credible); the fourth contains pages classified as fake or real news; we interpret this as a
credibility assertion, equating fake news with low and real news with high credibility.

The Microsoft data set [15] contains 1,000 URLs with corresponding Likert cred-
ibility ratings, assigned by one author. The authors performed 25 web searches (on 5
overall topics) and selected the top results as data set entries. Several early works in web
credibility utilised this data to judge their systems’ performance [17,18], but many of
the URLs now redirect to unrelated content or point to nonexistent pages. While in the-
ory cached versions of all pages were included, there are numerous practical problems:
the cached version does not always match the actual URL, some pages are stored as
HTML files and some as PDFs, the folder structure is inconsistent, and not all pages are
contained [17,19]. A certain degree of domain and personal bias is expected due to the
selection and rating methodology.

The Reconcile data set [41], also known as the Content Credibility Corpus (C3),
spans 5,691 pages with almost 16,000 crowd-sourced evaluations by more than 2,000
annotators recruited through Amazon Mechanical Turk. The entries were selected man-
ually through RSS feed subscriptions and Google queries by the authors, covering five
major domains: politics & economy, medicine, healthy lifestyle, personal finance and
entertainment. The annotators evaluated cached pages regarding several dimensions on
a five-point Likert scale. Where necessary, we average the credibility ratings to obtain
a mean page score. The data set is very diverse, such that we can assume tests on it to
generalise well for the English-language web.
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The Credibility Coalition data set [28] is a corpus of 42 web pages to enable re-
search on credibility indicators. The entries were selected by finding the most shared ar-
ticles on social media for specific search terms related to public health and climate sci-
ence. These topics were chosen because the authors believe misinformation to be partic-
ularly prevalent in these domains despite an established expert consensus. Five experts
for the domains were consulted to produce Likert-scale credibility ratings. On its own,
the data set is modest in size, has a limited spectrum of topics, and the credibility ratings
originate from just one person each (though they were produced by domain experts).

Lastly, we include the FakeNewsNet data set [42]. The fact-checking websites Poli-
tiFact'! GossipCop!?, automated Google searches and the platform E! Online!?, were
utilised to obtain true and false articles in the domains of political news and celebrity
gossip. A subset of the data set with roughly 17,400 real and 5,700 fake news pages is
published. Although its size is substantial, and the fake news classifications sourced from
established fact-checkers are convincing, the data is limited to just two domains.

We decide to use all suitable entries from the Credibility Coalition data set and
100 each (randomly selected) from the Microsoft, Reconcile, FakeNewsNet gossip and
politics data sets respectively, for a total of 442 pages, which should yield a fairly robust
corpus representative of the English-language web. Every URL was manually checked
to confirm that it still links to the presumable original content. Especially older URLs
point to unreachable web locations, highlighting the necessity to archive such data sets
as HTML files or through online archival services. For broken links, we attempted to
find cached versions in the Internet Archive!#: if available, we chose the version with
an archival date close to the release of the respective data set. Infrequently, an archived
page instead of the original was selected to avoid cookie banners, pop-ups or redirects.
Entries with content that clearly changes often and where the original state at the time
of rating could not be determined — such as wiki-style websites, blog homepages, etc.
— were discarded. Furthermore, satirical pages and those that are not text-centric, like
image collections, link aggregations or video-focused pages, were also skipped.

For the evaluation, we merged the URLSs into two data sets: one containing all web
pages rated on a Likert scale, and another with the FakeNewsNet fake and real news. We
refer to these collections as the “Likert” and “binary” data sets. The binary data contains
100 fake and 100 legitimate news pages. The Likert data set is rather unbalanced, encom-
passing (when rounding the credibility scores) 16 pages with rating 1, 24 with rating 2,
36 with rating 3, 109 with rating 4, and 57 with rating 5, of a total 242 pages. We process
the data sets with our system to collect a variety of statistics pertaining to the different
signals, the computed signal sub-scores and the overall web page credibility scores.

5. Results and Discussion
5.1. Individual Credibility Signals

We are particularly interested in the credibility prediction performance of individual sig-
nals. Emotional features, several morphological and syntactical text metrics, as well as

Uhttps://www.politifact.com

Zhttps://www.gossipcop.com, redirects to https://www.suggest.com as of 2022-01-21.
Bhttps://www.eonline.com

4https://web.archive.org
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Table 2. Summary data sets

Dataset Description #URLS used
Microsoft 1,000 URLs with corresponding Likert credibility ratings assigned by 100
dataset [15] one author; contains websites with different topics and page types

Reconcile 5,691 thematically diverse pages with almost 16,000 crowdsourced 100
dataset [41] evaluations by more than 2,000 participants

Cred. Coal. 43 web pages with most shared articles on social media related to cli- 43
dataset [28] mate science and public health rated by five domain experts

FakeNewsNet Approx. 17,400 real news and 5,700 fake news in the domains of polit- 200
dataset [42] ical news and celebrity gossip

the number of exclamation marks in the text and all capitals in the title best predict web
content credibility. The domain ending, whether the headline is clickbait, and the senti-
ment of text and title are also influential. Many signals affirm our assumptions of their
relation to credibility on at least one data set, however few produce correlations of sta-
tistical relevance for both (Section 3). The two signals that do are also among those with
the highest p-coefficients: URL domain ending and emotional intensity of the text. The
fact that the domain of a web page has such a clear link to credibility points to an in-
fluence of properties not related to the communicated information itself. The correlation
values for emotional intensity confirm the importance of emotional signals for credibil-
ity assessment. We find that pages with more emotionally intense texts are less credible,
while neutral or moderate language is linked to more credible content. Although sen-
timent analysis is rather average among all of our signals in terms of association with
credibility, the polarity of the text and headline also show some trends. Specifically, less
credible pages have texts and headlines with more negative sentiment on average, and
the texts of more credible pages have a more positive sentiment.

Our experiments affirm that more credible web pages have generally longer content
with more words and sentences, as well as longer words in the headline and text body.
An exception is the length of the title, which is longer for less credible web pages. This
coincides with the findings of Horne and Adal1 [10], saying that fake news pages put the
central claim and as much content as possible in the title, allowing users to skip reading
the actual article. Horne and Adali1 [10] also determine that fake news articles are repet-
itive and less complex, leading to a decreased type-token-ratio (TTR) in comparison to
legitimate pages. However, we were unable to confirm this assertion, as the calculated
TTR values on our data did not correlate positively with credibility. Some of the punc-
tuation and all caps signals affected credibility, although the degree of association and
its statistical relevance is small for most tonality signals. Exclamation marks in the text
and all capitals in the headline are relatively strong in their correlation to the ratings on
one data set respectively, while exclamation marks in the title have a small effect. This is
not very surprising, as these features are indicative of more emotional, sensationalist and
arguably unprofessional content. Frequency of question marks and all caps did not show
a definite trend. Grammar and spelling errors have a negative influence on the credibility
ratings of the Likert data set, but the relation on the binary data is not statistically dis-
tinctive enough (p > 0.05). It might be sensible to construct a more robust error checker
if repeating the evaluations, as we suspect that a substantial part of the errors are false
matches, contaminating the results. Clickbait is found to correlate with low credibility
on the Likert data; the correlation coefficient is similar on the binary data but without
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Table 3. Spearman correlation values for the data sets’ web page credibility ratings and the underlying data
used to compute the signal sub-scores (e. g., for errors the amount of errors per word, for readability the
Coleman-Liau index), *p < 0.05

. Likert data set Binary data set
Signal
p p p p

domain_ending 0.1746552141%* 0.00645 | 0.2154101092* 0.00219
sentence_count -0.0395744286 0.54008 | 0.3288565133* 0.00000
emotional_words -0.155948275* 0.01517 | -0.230712051* 0.00101
exclamations_text | -0.2768877057*  0.00001 | -0.0584028802 0.41138
word_count_text -0.0095320953 0.88272 | 0.3335141790* 0.00000
all_caps._title -0.1219136512 0.06094 | -0.1997281845*  0.00468
word_count_title -0.0793427246 0.21972 | -0.2014620755*  0.00423
errors -0.1569651044*  0.01451 | -0.1237231099 0.08091
clickbait 0.1362540513* 0.03451 | 0.1307937102 0.06489
polarity_text 0.035164685 0.58619 | 0.2280411934* 0.00116
polarity _title -0.1564103010*  0.01508 | -0.0764990174 0.28163
word_length_text 0.2519853282* 0.00007 | -0.0055426319 0.93791
subjectivity -0.1342034708*  0.03695 | -0.0883356954 0.21355
readability 0.2375362725%* 0.00019 | -0.037585972 0.59722
exclamations_title | -0.1236448206 0.05525 | -0.0467952685 0.51054
word_length_title 0.0679555930 0.29340 | 0.0765639770 0.28122
all_caps_text -0.1059896996 0.09999 | -0.0010784989 0.98791
questions_text -0.0668347009 0.30045 | 0.0793350012 0.26412
author 0.0938657991 0.14543 | -0.1286239389 0.06950
profanity -0.0049520309 0.93891 | 0.0593909863 0.40350
questions_title 0.1467793630* 0.02266 | -0.0368604890 0.60432
links_external -0.2065647188*  0.00123 | 0.0072458950 0.91889
type-token-ratio 0.0229363492 0.72259 | -0.3529098958*  0.00000

statistical significance. That clickbait content is less credible becomes apparent when
analysing the distribution of clickbait headlines within our data sets: almost two-thirds of
both the fake news and 1-rated web pages have titles classified as clickbait, but only 49%
of real news and just 30% of 5-rated pages (although 49% still seems like a high number
for legitimate content). A weak link is established between increased subjectivity and
lower credibility on the Likert data. As the relevance of bias and subjectivity to credi-
bility assessments is emphasised by literary sources [13,17], we believe that the under-
whelming overall performance of this signal is due to the simple pre-trained model we
employed, and better results might be achievable with a more advanced assessor. Though
utilised in many existing credibility classification systems, (Coleman-Liau) readability
only predicted credibility on the Likert data. Further analysis reveals that the readability
grade distribution is highly similar for both binary data set classes, but follows a trend
for the Likert data. It is therefore possible that readability predicts general credibility, but
is not able to discriminate between real and fake news content.

Overall, several well-performing credibility signals confirm previous findings re-
garding their link to credibility, while many further signals show a sound correlation
with credibility on one data set but none on the other. This could point to biases in the
data selection, but may as well illustrate stylistic differences in the contained web pages.
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While we produce a number of results supported by evidence and consistent with the
literature, for other signals we did not get statistically significant results such as question
mark frequency, author, and outbound links. Although drawn from a plurality of sources,
the small size of our data basis (442 pages) is a concern, and we note that our conclusions
may not be generally valid. Repeating the evaluation on a sufficiently large and balanced
data basis could provide additional insights.

We also analyse co-occurrences of signals, i.e., inter-signal correlations. We cal-
culate the Spearman correlation values for all signal combinations and focus on results
with p < 0.05. Four signal tuples exhibit particularly strong correlations with each other.
Readability and average word length are positively correlated, just like the number of
words and sentences. These associations are intuitive: longer words are more complex
and lead to a higher readability level, and more demanding texts likely include longer
words (the Coleman-Liau index considers letters per words); furthermore, a larger num-
ber of sentences obviously correlates with a higher word count, and vice versa. Addition-
ally, TTR is negatively correlated to both the number of sentences and words, which is
also easily explainable as longer texts have a much higher potential for lexical repetition.

5.2. System Performance

We analyse the system’s credibility assessment performance on the Likert and binary
data sets. The calculated scores cluster in the range between 0.45 and 0.7 and fall above
a minimum of 0.1986 and below a maximum of 0.9510 (Section 2). The fact that high
scores of almost 1 are reached, but barely any under 0.2, might confirm our hypothesis of
higher sub-scores being relatively common even among less credible pages, which had
motivated our scoring function’s design. The distinguishing feature of pages with low
credibility is a (small) number of low sub-scores, which should be assigned more weight
to be able to affect the overall score. It seems the scoring function is not able to properly
leverage the different sub-scores in order to spread the final scores evenly, and therefore
a strong bias towards a certain range of values can be observed.

Likert dataset Binary dataset

Credibility score

02 L - 02
1 2 3 4 5 00 10

Likert credibility rating Fake news (0) - Real news (1)

Figure 2. Distribution of computed credibility scores for Likert and binary data sets as box plots (Likert
credibility ratings were rounded). The scores cluster in the range between 0.45 and 0.7.

The Spearman correlation coefficients for our credibility scores and the data sets’
credibility ratings are p = 0.29123 (with p = 0.00041) for the Likert data and p =
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0.30155 (with p = 0.00001) for the binary data. Our scores are undeniably correlated to
the ratings, although the degree of correlation is quite weak given that the values should
express the same information. The correlation strength is almost the same for the two
data sets, suggesting a similar performance on both. To test the system as a credibility
classifier, we assign classes to the web pages depending on the computed score. The bi-
nary data set’s pages are classified as fake news if their credibility score is below 0.5, and
as real news otherwise. We predict 94 pages to be fake news and 106 to be legitimate. 60
fake and 66 real news are labelled correctly for a total of 126 correct classifications, re-
sulting in an accuracy of 63% (precision: 62.2%, recall: 66%). The accuracy is therefore
above the random baseline but it leaves room for improvement. Web pages in the Likert
data set are assigned five classes by multiplying their computed credibility score by five
and rounding the resulting values. There are 2 pages with predicted class 1, 59 with class
2, 112 with class 3, 65 with class 4, and 4 with class 5. Comparing these classes to the
rounded Likert ratings, we find that 68 out of 242 pages are labelled correctly for an ac-
curacy of 28.1%. The mean offset between a web page’s Likert rating and our computed
score times five is 1.01828, and the median offset is 0.90077. Thus, our system’s credibil-
ity scores differ by about 1 on average from the original Likert ratings. The classification
performance is clearly better than a random baseline of 20%, but not completely con-
vincing overall. Despite the Likert ratings being very imbalanced, our computed scores
roughly follow a normal distribution around the centre class 3, which might be desirable
for the general evaluation of web pages. Our system outperforms the random baselines
for classifying web page credibility on a Likert scale or as fake/real news. This demon-
strates that content-driven credibility evaluation is feasible, and that the corresponding
signals are important components of web credibility. The system’s performance can still
be improved though, such as by adding further signals or improving the credibility score
function. Statistics from the evaluation of a large data set could be used to devise an
optimal formula for combining sub-scores as well as optimal signal weights.

5.3. Limitations and Future work

Many signals show a correlation with credibility on one dataset but none on the other.
This may point to biases in data selection, but may as well illustrate stylistic differences
in the contained web pages, e. g., higher readability grades (for all examined readability
metrics) were linked to increased credibility on the Likert data, but were not associated
with the fake or real news classes. Repeating the evaluation on a sufficiently large and
balanced data basis could shed light on the root cause of this behaviour. The overall sys-
tem outperforms the random baseline for both classifying fake news and web pages into
credibility ratings on a Likert scale. This proves that content-focused credibility evalua-
tion is feasible, and that content-related signals are important components of web credi-
bility. However, the overall performance of the system is still in need of improvement.
Besides the addition of further signals, optimisation of the system should focus on
the credibility score function and the measurement of individual signals. Theoretically,
signal statistics from the evaluation of a large dataset could be used to devise an optimal
formula for combining signal sub-scores, including optimal signal weights. We utilised
the same datasets to determine the signal weights (through an analysis of the assessment
data, together with other factors) and to test the system’s performance; ideally, the sys-
tem should be tested on unrelated data, and our approach could certainly lead to some-
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what biased results. Regarding the signal measurements, in general, signal data is often
very erratic, with many outliers that introduce unnecessary noise. A common reason for
this might be parsing errors or flaws in the signal evaluation, such as in the grammar and
spelling error pipeline, which frequently flags passages which are not true errors, or the
subjectivity assessment, where we employ a simple pre-trained model, but which could
be improved through the use of a better bias and subjectivity detector. Ultimately, while
we produce a number of results supported by convincing evidence and consistent with
scientific literature, the interpretations should be taken with a grain of salt. While drawn
from a plurality of sources, the small size of our data basis (442 pages) is a concern and
we must be aware that conclusions drawn from its evaluation may not be generally valid.
Therefore, signal-credibility associations (or lack thereof) may not necessarily point to
the actual performance of the signals, but could be induced by implementation or dataset
specifics for the signals with ambiguous correlation to credibility according to our eval-
vation. These relationships remain to be further investigated by future research.

6. Summary and Conclusions

The credibility of web content has become an increasingly important public issue as
communication and information exchange keeps evolving in the digital age. We believe
that computational linguistics and artificial intelligence can play an important role in the
development of technologies that help shift the online ecosystem towards more credible
content through automated content evaluation and curation tools. When designing such
technologies, we must take special care not to devise systems which facilitate censor-
ship and foster social division or echo chambers. We present a system that automati-
cally evaluates the credibility of web pages and produces a web page credibility score,
to be utilised by users to inform and support their own assessments. We use the exten-
sive credibility signal list published by the W3C Credible Web Community Group and
results from previous research to identify key signals to include in our system. Our focus
lies on properties that are linked to the actual content. We evaluate our approach on two
data sets, each compiled by selecting a subset of random entries from several publicly
available data sets to minimise possible biases. The first contains web pages and their
credibility ratings on a five-point Likert scale, while the other consists of real and fake
news articles, where the real news are assumed to have high credibility and the fake news
low credibility. We can confirm previous findings that link credibility to several signals
related to emotion, structural properties of the language, and punctuation and typeset-
ting characteristics. Web pages with lower credibility have a greater emotionality, less
complex language, are shorter, and contain more errors and exclamation marks. Head-
lines of less credible web content are longer, contain more words in all capitals, have
more negative sentiment and are frequently clickbait: two-thirds of the web pages with
low credibility in our evaluation data sets had clickbait titles. Low quality pages have
shorter, less sophisticated content and put more emphasis on the headline, perhaps to al-
low readers to obtain all necessary information from the title and be able to skip reading
the actual text. We use the computed credibility scores to assess the performance of our
system, which achieves a classification accuracy of 63% for fake news detection, and a
prediction accuracy of 28% for assigning credibility ratings on a five-point scale. Our
system outperforms the random baselines of 50% and 20% respectively for both data



18 L.V. Avilés Podgurski et al. / Evaluating Web Content Using the W3C Credibility Signals

sets, affirming that content-focused credibility evaluation is feasible. In terms of future
work, we intend to incorporate additional signal pipelines (e. g., inter-titles, number and
length of paragraphs, photos) and improve the implementation of some existing signals
which appear to not yet perform as anticipated. We plan to replicate the evaluation of the
signals and the system as a whole on a larger, more robust and balanced data set to obtain
more conclusive results. Lastly, some useful signals we analysed — number of sentences,
sentiment of text and title, words in all capitals, length of the headline — were not directly
covered by the W3C list of credibility signals, but we suggest to include them in any
upcoming compilations of credibility signals based on our experimental results.
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