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ABSTRACT 
Smartwatches and ftness trackers integrate diferent sensors from 
inertial measurement units to heart rate sensors in a very compact 
and afordable form factor. This makes them interesting and rel-
evant research tools. One potential application domain is virtual 
reality, e.g., for health related applications such as exergames or 
simulation approaches. However, commercial devices complicate 
and limit the collection of raw and real-time data, sufer from pri-
vacy issues and are not tailored to using them with VR tracking 
systems. We address these issues with an open source design to 
facilitate the construction of VR-enabled wearables for conducting 
scientifc experiments. Our work is motivated by research in mixed 
realities in pervasive computing environments. We introduce our 
system and present a proof-of-concept study with 17 participants. 
Our results show that the wearable reliably measures high-quality 
data comparable to commercially available ftness trackers and that 
it does not impede movements or interfere with VR tracking. 

CCS CONCEPTS 
• Human-centered computing → Virtual reality; User stud-
ies; Ubiquitous and mobile computing systems and tools; Ubiq-
uitous and mobile computing design and evaluation meth-
ods; Mobile devices. 
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open science, virtual reality, wearable, sensors, open source, 3d 
printing, user interface 
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1 INTRODUCTION 
Over the past years, wearables have become commonplace and for 
many people have replaced the simple watch in their everyday life. 
While they started out as digital sports and well-being devices in the 
form of simple step counters and wearable heart rate monitors, they 
are increasingly used as general activity trackers worn by many 
people. Their inconspicuousness and the multitude of integrated 
sensors also make them ideal tools for research in various appli-
cation areas such as sports [2], health [5], or even for designing 
cross-device interaction [22]. But these wearables cannot only be 
used as daily companions, wearable technology can also be used 
as a virtual companion like the YUR.watch 1 or as an interaction 
device for VR [6, 17, 19]. VR wearables could be used to enhance 
training and education programs, such as for frst responders [23], 
pilots [16] or frefghters [4]. With the ability to monitor, log and 
use data, situations can be assessed, refected upon and improved, or 
adjustments can be made dynamically in the application [7]. How-
ever, the integration of wearable devices in VR is not trivial. There 

1YUR.watch, https://yur.ft/watch, visited 09.09.2021 

is currently no specifc setup to explore the interaction of wear-
ables in VR. This circumstance requires open tools and platforms to 
provide access to raw data sources and additionally the possibility 
of tracking. But the openness, extensibility, and reproducibility of 
commercial systems is limited and not focused on VR. In addition, 
the registration processes of many devices are cumbersome and 
often do not provide full data access. 

Feedback about personal physiological data can have a large 
impact on progress and enjoyment in gaming and virtual training 
contexts. However, the measurement and transfer of this data from 
ftness tracker to VR application is usually quite complex. Typically, 
smartphones have to be used as middleware to access data from 
the tracker. In addition, such setups often require various platform 
specifc accounts and libraries, some of which might even require 
regular online validation or exposing personal data to device or 
software vendors. Therefore, our goal is to develop a tool that works 
as a wearable in VR and that allows us to directly start and control 
the collection of user data to better understand the use of wearables 
in virtual space and to study the impact of diferent physiological 
data in VR. 

To address these challenges, we developed SpiderClip, an open 
modular system that integrates common sensors and functionalities 
from smartwatches but within an open and extendable hardware 
and software framework. We are working on a framework that 
allows access to all sensor data in VR and allows direct monitoring 
and data collection by the user. By doing so, we want to facilitate 
research that provides better understanding of how wearables can 
be used in virtual or mixed reality and how users interact with the 
information of the body measurement data. 

We have taken frst promising steps and conducted a proof-of-
concept study with 17 participants. Our results show that Spider-
Clip can measure data with accuracy comparable to of-the-shelf 
devices while being used in VR and that it does neither impede 
users’ movements nor interfere with VR tracking. 

2 RELATED WORK 
Wearable Design Space (for Virtual Reality). In their work Jarusri-

boonchai and Häkkilä outline the design space of wearable technol-
ogy and identify four customization attributes: function, interaction 
technique, location on the body, and appearance [8]. While the prin-
cipal design space is huge and is increasingly being explored by 
the research community, today’s commercial smartwatches and 
ftness trackers focus mostly on watch-like devices worn on the 
wrist. Considering VR or mixed reality, wearables themselves are 
subject to Milgram’s Reality-Virtuality Continuum [14] and degree 
of virtuality needs to be added to Jarusriboonchai and Häkkilä’s list 
of attributes in this context. The degree of virtuality defnes which 
components of the wearable can or should be virtual or simulated 
and which should or have to be physical for design or technical 
reasons. 

Sensor Platforms and Tools. While the currently dominating com-
mercial platforms from vendors such as Google, Apple, Samsung 
or Fitbit can be employed within research projects, usage is typi-
cally limited to the processed data they provide “as-is”. Especially 
with respect to raw and real-time data commercial devices are con-
strained, vendors require the creation of platform specifc accounts 

https://doi.org/10.1145/3491101.3519758
https://doi.org/10.1145/3491101.3519758
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and devices are optimized to work with mobile OS platforms such 
as Android or iOS. There exist a number of more or less open plat-
forms and tools to address these problems, however, they are not 
specifcally addressing the requirements of mixed or virtual reality 
research. The utility of wearables with respect to data collection 
is defned by the type and capabilities of the integrated sensors. 
In most ftness trackers and smartwatches, inertial measurement 
units (IMUs) provide the foundation for various activity recognition 
and measurement algorithms. Many devices also feature optical 
heart rate and blood oxygen sensors. For example, the sensor de-
velopment platform Movesense 2 integrates an IMU and heart rate 
sensor. Data can be recorded locally by the device and accessed 
using a smartphone app. Application examples include fall risk de-
tection [20]. Due to its compact size (36.6mm x 36.6mm x 10.6mm) 
and available developer tools and accessories, the sensor platform 
principally satisfes many technical requirements but it is designed 
as a general solution and not intended for use as VR wearable. The 
system lacks the possibility of adaptation to VR tracking systems or 
controllers and direct integration into VR projects. In addition, the 
system is designed for use with smartphones and from a mid-term 
to long-term research perspective there is still the danger of vendor 
lock-in or discontinuation of the platform as a whole. Existing tools 
and devices from BITalino 3 or the Open Source Health Activity Kit 4 

(openHAK) ofer a wide range of possibilities for the acquisition of 
body measurement data but are also not designed as MR wearables. 
In addition, openHAK uses a number of very specifc components 
to achieve a form factor comparable to commercial devices, which 
are not sold anymore and are not trivial to replace for non-experts. 
The design goal of openHAK is to provide an open source “real 
world” ftness tracker but not a fexible research platform for VR. 

Wearables in Virtual Reality. Several works explore the intersec-
tion of wearables and VR. Hirzle et al. investigate novel smartwatch 
interaction methods by comparing touchscreen inputs with input 
derived from inertial sensors [6]. In addition, they compare the 
infuence of the location of the wearable (handheld vs. wrist-worn). 
They calculate gestures from motion data based on a technique 
proposed by Pietroszek et al. This technique allows target selection 
and shifting by assigning the Z coordinate position to the forearm 
rotation [18]. While both works achieve interesting results using 
existing devices, Hirzle et al., for instance, note that the position of 
the smartwatch was not traceable and they had to fall back to using 
the user’s head as a reference point for certain calculations [6]. This 
examples emphasizes the potential of a reliable and easy to use 
integration of VR tracking with wearable sensor devices. 

Similar work is presented by Rupprecht et al., who investigate 
interaction techniques for smartwatches and mobile HMDs as 
well [19]. They examine seven diferent gestures to interact in 
a virtual environment and compare them to common VR input 
technology (body tracking using a 3D camera). They investigate 
a 3D camera setup against using IMU data from a smartwatch for 
gesture input and fnd that smartwatch interaction provides equally 

2Open Wearable Tech Platform (movesense), https://www.movesense.com/, visited 
10.01.2021 
3all-in-one toolkit for biosignals acquisition (BITalino), https://bitalino.com/products/ 
board-kit-bt, visited 05.01.2021
4Open Health Activity Kit (openHAK), https://www.openhak.com/, visited 09.09.2021 

good or better results than 3D camera-based input for most gestures 
in their experiment. 

Stellmacher et al. investigate the design space of using sensor 
data collected by smartwatches in VR [24]. They explore menu 
navigation using smartwatch motion data, touch-based gestures 
and dynamic adaptation of the virtual environment based on health 
data. They use the Fitbit Versa ftness tracker and an Android-based 
smartphone. In line with our previous argument, they note that 
smartwatches typically provide web-based APIs and that this entails 
limitations in scenarios requiring real-time data such as low-latency 
gesture recognition. 

Meier et al.’s TapID is a notable approach letting users interact 
with physical objects in VR through free hand movements [13]. 
Touch recognition is based on IMU data and integrated with hand 
tracking information provided by the VR headset. This approach 
could possibly be utilized to simulate wearable touch-displays using 
simple physical objects as tactile proxies. A future direction of 
investigation might be a combination of SpiderClip and the touch 
recognition approach of Meier et al. 

Physiological data provided by wearables can be used in VR 
applications like exergames to enhance the (game) user experience 
as shown in previous work, e.g. for exercise intensity control [21], 
incentive systems for increased exertion [10], balancing of diferent 
ftness levels in multiplayer exergames [1] or using visualizations 
of live data for the sake of coaching the players [11]. Moreover, 
live data could be used to enhance exertion-based procedural level 
generation in exergames [12, 27] to not only generate a level based 
on the prospected exercise intensity from the start but to react to 
the physiological data of the players to adapt and customize the 
level on the fy. 

The works we found in the literature as discussed above suc-
cessfully employed commercial devices. However, these works also 
show that the technical complexity of getting these devices to work 
within the context of research is very high. It typically involves a 
combination of smartwatches or ftness trackers with smartphones 
and VR devices and developing custom apps with a good knowledge 
of vendor specifc and smartphone specifc APIs and development 
tools. This signifcantly raises the entry barrier to conducting ex-
periments specifcally in an interdisciplinary community. On the 
other hand, these works illustrate the potential of wearables in VR 
and the relevance of our approach. 

3 REQUIREMENTS 
General Requirements. The development of SpiderClip is guided 

by a number of principal requirements. 

(1) The “openness” of the system is an important principle as 
discussed in the introduction. Therefore, the system should 
be able to provide direct and easy access to all processed and 
raw data. 

(2) As real-time access to data is one major limitation of other 
frameworks and devices, SpiderClip should ensure that data 
transfer is fast and with minimal delays. 

(3) The device should not disturb the users or the VR tracking. 
Therefore, it should be as lightweight as possible and work 
without cables. In terms of general ergonomics and usabil-
ity, using the device should not restrict or strain the user 

https://www.movesense.com/
https://bitalino.com/products/board-kit-bt
https://bitalino.com/products/board-kit-bt
https://www.openhak.com/


CHI ’22 Extended Abstracts, April 29-May 5, 2022, New Orleans, LA, USA Qeck et al. 

(a) SpiderClip (version 1) attached to a Vive 
Tracker using a clipping system 

(b) The heart rate sensor is attached to the 
index fnger with a fnger clip 

(c) Attachment of the heart rate sensor di-
rectly to the controller 

Figure 2: Diferent ways of attaching SpiderClip to diferent tracking systems 

and usage should require little to no learning. Housing and 
electronic components must not interfere with VR tracking. 

Sensor Requirements. In addition to the general guiding prin-
ciples as listed above, we reviewed the most popular currently 
available of-the-shelf wearable devices to derive a set of techni-
cal requirements with respect to included sensors and recognition 
features. 

For this, we analyzed the devices with regard to the following 
criteria: 

(1) What sensors does the wearable have? 
(2) What parameters does the wearable track? 
(3) How does the device communicate with the smartphone or 

computer? 
We determined the minimum system requirements by using a 

ranking method with respect to the criterion frequency [28]. We 
selected all sensors and parameters that could be found in 15 wear-
ables (from well-known manufacturers such as Xiaomi, Garmin, 
Fitbit, Samsung, Apple, Huawei and Amazft) which corresponded 
to a frequency of 80 % and was sufcient for our heuristic ap-
proach. This means that the wearable should have at least a 3-axis 
accelerometer, 3-axis gyroscope and a way to measure heart rate. 
The system must be able to measure parameters such as steps, heart 
rate and calories. In addition, time and date display as well as direct 
connection to the application are necessary. 

4 SPIDERCLIP SYSTEM 
The SpiderClip system consists of two parts: a hardware part that 
can be attached to a compatible VR tracker (currently we support 
HTC VIVE tracker 1.0, 2.0 and 3.0) via clip or screw mechanism and 
a Unity Game Engine asset that manages the data connection via 
serial port and can render a virtual watch that displays the sensor 
data measured by the hardware components. 

SpiderClip Hardware Components. The hardware components 
of SpiderClip consist of a Vive tracker, a 3D printed housing, and 
a sensor platform based on the Arduino framework. For the sen-
sor platform, we work with open source solutions to make the 
system as future-proof as possible, easy to replicate for other re-
searchers and to facilitate changes and extension. The platform 
contains an Arduino Nano Every 5, a Sparkfun Pulse Oximeter and 

5Nano Every (Arduino), https://docs.arduino.cc/hardware/nano-every, visited 
01.03.2021 

Heart Rate Sensor 6 and a HC-05 Bluetooth Module 7. We used several 
libraries based on the available sensors and a modular software 
design that provides all sensor data packages for the virtual watch. 
We experimented with diferent sensors and components to achieve 
a good balance with respect to the requirements. The source code 
for the microcontroller can be downloaded from Github as Spider-
Clip Sensor 8 project. The system is intentionally kept open and 
can be extended or modifed by adding new sensors or replacing 
components. We went through several internal iterations with dif-
ferent locations and attachment solutions for the heart rate sensor 
(cf. Figure 2b) and the device itself, such as attaching it to the VR 
controllers (Figure 2c), and trackers (Figure 2a) to compare the 
respective ergonomics and data quality. We tested tracking with 
multiple generations of the Vive tracker (Figure 2a and Figure 2b). 
We also experimented with the 3D printed design to improve the 
tracking and handling of the Vive tracker and test diferent ways 
to house the battery to balance between power supply and weight. 
The goal was to be able to use the system for several hours without 
creating an uncomfortable wearable for the user. The latest version 
of SpiderClip weighs 38 g (without the tracker) and the battery lasts 
for approximately four hours and 20 minutes. 

SpiderClip Virtual Watch. Another important part of the system 
is the virtual watch interface. SpiderClip provides various sensor 
data that can be retrieved by an application. It can measure linear 
and rotational acceleration data from which various parameters can 
be calculated [9, 15, 26], such as steps or movement speed. In addi-
tion, the built-in pulse oximeter allows to calculate parameters like 
heart rate or burned calories. The SpiderClip sensor platform sends 
the data via a virtual serial communication port. The integrated 
script reads the serial port with the help of the Nuget package Sys-
tem.IO 9. Default VR positional data such as position and angles can 
be retrieved from the attached VR tracker. The virtual watch can be 
downloaded from Github as VR Wearable SpiderClip 10 project. This 
wide range of parameters ofers the possibility to use the system 

6MAX30101 & MAX32664 (Qwiic) (Sparkfun) https://www.sparkfun.com/products/ 
15219, visited 01.03.2021
7HC-05 https://create.arduino.cc/projecthub/electropeak/getting-started-with-hc-05-
bluetooth-module-arduino-e0ca81, visited 01.03.2021
8Github repository, https://github.com/D-Queck/SiderClip_Sensor.git, visited 
01.03.2021 
9System.IO (NuGet), https://www.nuget.org/packages/System.IO/, visited 01.03.2021
10Github repository, https://github.com/D-Queck/VR_Wearable_SpiderClip.git, visited 
01.03.2021 

https://docs.arduino.cc/hardware/nano-every
https://www.sparkfun.com/products/15219
https://www.sparkfun.com/products/15219
https://create.arduino.cc/projecthub/electropeak/getting-started-with-hc-05-bluetooth-module-arduino-e0ca81
https://create.arduino.cc/projecthub/electropeak/getting-started-with-hc-05-bluetooth-module-arduino-e0ca81
https://github.com/D-Queck/SiderClip_Sensor.git
https://www.nuget.org/packages/System.IO/
https://github.com/D-Queck/VR_Wearable_SpiderClip.git
https://9System.IO


SpiderClip: Wearable Device Simulation in VR CHI ’22 Extended Abstracts, April 29-May 5, 2022, New Orleans, LA, USA 

1.png 1.png 1.png 

(a) Virtual watch interface with heart rate 
range visualization 

(b) Head-up display in VR with heart rate 
range visualization 

(c) Virtual watch interface design with log-
ging functionality 

Figure 3: Using SpiderClip for diferent user interfaces 

for diferent experiments and to collect spatial along with physio-
logical measurements. To demonstrate and evaluate the system, we 
developed exemplary software components for the Unity Game En-
gine to present the data in diferent ways. For instance, a dynamic 
visualization of the heart rate range (cf. Figure 3a) for diferent 
exercises, a HUD-like presentation (cf. Figure 3b), and an extended 
virtual watch (cf. Figure 3c) that also includes low-level system 
controls and is intended to support researchers or developers in 
setting up or testing an experiment, e.g., to test diferent settings 
without removing the HMD. 

5 PROOF-OF-CONCEPT STUDY 
We conducted a frst proof-of-concept study and user acceptance 
test. The goal of the study was to assess the technical reliability of 
the system, if users were comfortable wearing, using and moving 
with SpiderClip and if the VR tracking was compromised by it. In 
the course of the experiment, the participants wore SpiderClip while 
performing ftness exercises in a VR environment. The experiment 
took place in our lab at TU Kaiserslautern and took approximately 
30 minutes per participant. 

We developed a VR environment resembling a sports gym using 
the Unity 3D engine [25]. A virtual screen was placed in front of 
the user inside the VR environment to show tutorial videos of the 
exercises to be performed. The room was equipped with a few static 
props to add to a gym-like atmosphere. An HTC Vive VR system 
was used for this study. This included the HMD, one Vive Tracker 
(2018) with dongle and two base stations. To attach the tracker to 
the wrist, we used a hand strap for HTC Vive trackers. SpiderClip 
was then mounted on the tracker. 

After being instructed about the nature and procedure of the 
experiment as well as the recording and use of their data and giving 
their informed consent, the participants watched a video on the 
screen in the virtual environment and were asked to follow the 

instructions. Before starting the exercise the participants were sup-
posed to breath calmly for about 25 seconds to get an initial resting 
heart rate reading as reference value (Figure 4 b). Over the course 
of the video, four exercises (all of them diferent variations of squat 
exercises) were demonstrated. Participants were then instructed to 
imitate the motions as precisely as possible. To encourage usage of 
the wearable during the workout, the volunteers were asked to read 
out their heart rate as displayed on the virtual dashboard after each 
exercise (Figure 4 a). The live data from the wearable was logged in 
regular intervals, including IMU values as well as heart rate. After 
each exercise, participants were asked to read out their heart rate 
and to rate the perceived exertion based on the RPE scale of Borg 
[9]. 

After the experiment we conducted semi-structured interviews 
focused on wearing comfort, intuitiveness and perceived usefulness 
of the simulated wearable. In the interview we inquired how com-
fortable or uncomfortable it was for the participants to wear and 
move with the wearable, how easy the interface was to understand 
and to use and if they could imagine to use such a system in VR 
environments in the future. In addition to this subjective qualitative 
feedback, observations from the experimenter regarding the use of 
the system and other notable occurrences were documented in an 
observation protocol. 

Figure 4: A shows a screenshot of the user view of the virtual 
wearable, B shows the screen in virtual environment 
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Participants. A total of 17 participants (13 self-identifed as male, 
three as female, one preferred not to say) volunteered to participate 
in the experiment. Six of them were between 18 and 24 years old, 
ten between 25 and 34 and only one person older than 45. According 
to the International Physical Activity Questionnaire (IPAQ) [3] we 
used to assess the ftness level of the participants, the physical 
activity level of fve participants was low, while six participants had 
moderate or high ftness levels, respectively. Only one person had 
never used a VR system before, and ten had used it only a few times 
in the past. Ten participants reported not using a ftness tracker in 
their daily lives, while only three reported using one regularly. No 
participant reported visual or physical problems while performing 
the exercises. 

Results and Discussion. We calculated the overall reliability of 
the HR sensor over the course of all experiments by using the 
confdence values given by the sensor coupled with the heart rate. 
We decided that HR values with an associated confdence value of 
0.95 or higher as sufciently confdent, while all values below that 
threshold were considered unreliable. That way we calculated an 
overall confdence over all experiments of c = 0.825 (i.e., 82.5% of 
the measured HR values were considered reliable). The median and 
standard deviation of the confdence values among the individual 
participants amount to M = 0.872 and σ = 0.165. 

In regard to wearing comfort, seven participants stated Spider-
Clip was “comfortable” or that they did not notice it at all while in 
the virtual environment. Seven others stated they noticed it, but did 
not fnd it uncomfortable. While one participant explicitly stated 
wearing it over a longer period of time would not be a problem, 
three volunteers suggested that it might be too heavy, too uncom-
fortable, and “too much on the arm” for that. One person mentioned 
that the HR sensor on the fnger was uncomfortable. Furthermore, 
two participants were disturbed by the cable of the VR headset and 
two others found the headset itself uncomfortable. 

13 participants stated that the interface of the hybrid wearable 
was “easy”, “intuitive” or “natural” to use. One person found it intu-
itive after a short period of practice time. Three people explicitly 
stated that it handled and felt “like a watch”, although one of them 
added that it was heavier. One person claimed they did not use 
it much, whereas another one explicitly mentioned they consis-
tently looked at the dashboard and two others stated they had all 
information they needed in the dashboard. One participant felt the 
dashboard disappeared too quickly when rotating the hand, another 
found the text in the dashboard a bit blurry. 

Five participants could imagine to use such a system in the con-
text of VR gaming. Furthermore, four people fgured it could be 
interesting in other VR contexts like simulations or training applica-
tions. In the context of ftness applications in VR, fve participants 
found it to be a reasonable method to exercise at home or even 
in the ofce, three noted the HR tracking would be advantageous 
for that while another stated they would use a smartwatch in the 
exactly same way when exercising normally. 

Overall, the results show that SpiderClip performed well with 
respect to technical requirements (such as unrestricted and real-
time access to data) and data measurement, which is of course 
limited by measurement accuracy of the integrated components. In 
terms of usability and ergonomics, subjective feedback suggests that 

for the majority of participants, the device was easy to use and did 
not signifcantly increase physical strain. However, unsurprisingly, 
the current generation of VR HMDs in general still leaves lots of 
room for improvement in this regard. 

6 CONCLUSION AND FUTURE WORK 
In this work, we presented SpiderClip, a collection of open-source 
hardware and software components which lower the threshold to 
experiment with wearable technology in VR. In contrast to com-
mercial smartwatches and ftness trackers, SpiderClip provides 
unrestricted real-time access to all measurements. The presented 
example setup includes common sensors like an IMU, and a heart 
rate sensor, which provide the foundation for many application 
scenarios. 

We conducted a frst proof-of-concept user study with 17 partic-
ipants. Our results show that SpiderClip can be successfully used 
within the context of a VR exercising application. In our lab, Spider-
Clip provides the foundation for ongoing larger studies of diferent 
aspects of VR exergame design and efects. We are constantly work-
ing on extending and improving SpiderClip, e.g., by supporting 
various VR hardware, adding additional sensors and extending the 
software part to provide diferent ways of presenting the data inside 
VR applications. 
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